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Deep neural networks have matched 
human performance at…
• Recognizing objects

• Recognizing faces

• Reading addresses

• Classifying images

• and other tasks



Adversarial examples in the cyber-physical 
world

Stop Sign

Yield Sign



Most Existing 

Literature:

Image Classifier

Model is known

Weaker threat model:

The machine learning 

model is a black-box

More models:

Object detection

Captioning

Etc.
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Go beyond image classifier: DenseCap

Justin Johnson, Andrej Karpathy, and Fei-Fei, L. Densecap: Fully convolutional localization networks for dense captioning. CVPR 

(2016)



Adversarial Example for Object Detection

Original Detected Objects Adversarial Image



Adversarial Examples for Captioning

Original Adversarial Image



Adversarial images for a black-box system

Yanpei Liu, Xinyun Chen, Chang Liu, Dawn Song. Delving into Transferable Adversarial 

Examples and Black-box Attacks. Submitted to ICLR 2017. 

arXiv:1611.02770

Unknown:

Model

Training data

Label set

https://arxiv.org/abs/1611.02770
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Transfer to

Black-box attack based on transferability
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• Ground truth: hip, rose hip, rosehipTarget label: stupa

Clarifai.com



Non-targeted adversarial images misclassified by 

Clarifai.com

Original
Single-network

Optimization Approach Ensemble Approach



Conclusion

• Adversarial deep learning is important for cyber-physical 
systems

• It is easy to find adversarial examples for deep neural 
networks for many application domains

• Adversarial examples can be found with even only black-box 
access to the model.


