
QUICK TIPS 
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This PowerPoint template requires basic PowerPoint 
(version 2007 or newer) skills. Below is a list of commonly 
asked questions specific to this template.  
If you are using an older version of PowerPoint some 
template features may not work properly. 

 

Using the template 

 

Verifying the quality of your graphics 

Go to the VIEW menu and click on ZOOM to set your 
preferred magnification. This template is at 100% the size 
of the final poster. All text and graphics will be printed at 
100% their size. To see what your poster will look like 
when printed, set the zoom to 100% and evaluate the 
quality of all your graphics before you submit your poster 
for printing. 
 
Using the placeholders 

To add text to this template click inside a placeholder and 
type in or paste your text. To move a placeholder, click on 
it once (to select it), place your cursor on its frame and 
your cursor will change to this symbol:         Then, click 
once and drag it to its new location where you can resize 
it as needed. Additional placeholders can be found on the 
left side of this template. 
 

Modifying the layout 

This template has four different  
column layouts.   Right-click your  
mouse on the background and  
click on “Layout” to see the 
 layout options.  The columns in  
the provided layouts are fixed and  cannot be moved but 
advanced users can modify any layout by going to VIEW 
and then SLIDE MASTER. 
 
Importing text and graphics from external sources 

TEXT: Paste or type your text into a pre-existing 
placeholder or drag in a new placeholder from the left 
side of the template. Move it anywhere as needed. 
PHOTOS: Drag in a picture placeholder, size it first, click 
in it and insert a photo from the menu. 
TABLES: You can copy and paste a table from an external 
document onto this poster template. To adjust  the way 
the text fits within the cells of a table that has been 
pasted, right-click on the table, click FORMAT SHAPE  
then click on TEXT BOX and change the INTERNAL MARGIN 
values to 0.25 
 
Modifying the color scheme 

To change the color scheme of this template go to the 
“Design” menu and click on “Colors”. You can choose from 
the provide color combinations or you can create your 
own. 
 
 
 
 

 

 

 

QUICK DESIGN GUIDE 

(--THIS SECTION DOES NOT PRINT--) 

 

This PowerPoint 2007 template produces a 30x40 inch 
professional  poster. It will save you valuable time placing 
titles, subtitles, text, and graphics.  
 
Use it to create your presentation. Then send it to 
PosterPresentations.com for premium quality, same day 
affordable printing. 
 
We provide a series of online tutorials that will guide you 
through the poster design process and answer your poster 
production questions.  
 
View our online tutorials at: 
 http://bit.ly/Poster_creation_help  
(copy and paste the link into your web browser). 
 
For assistance and to order your printed poster call 

PosterPresentations.com at 1.866.649.3004 

 

 

Object Placeholders 

 

Use the placeholders provided below to add new elements 
to your poster: Drag a placeholder onto the poster area, 
size it, and click it to edit. 
 
Section Header placeholder 

Move this preformatted section header placeholder to the 
poster area to add another section header. Use section 
headers to separate topics or concepts within your 
presentation.  
 
 
 

Text placeholder 

Move this preformatted text placeholder to the poster to 
add a new body of text. 
 
 
 
Picture placeholder 

Move this graphic placeholder onto your poster, size it 
first, and then click it to add a picture to the poster. 
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Graph Analysis with Node-Level Differential Privacy  

Many datasets can be represented as graphs 
• Friendships in online social network 
• Financial transactions 
• Email communication 
• Romantic relationships 

 
image source http://community.expressor-
software.com/blogs/mtarallo/36-extracting-
data-facebook-social-graph-expressor-
tutorial.html 

Privacy is a 
big issue! 

Differential privacy [Dwork McSherry Nissim Smith 06] 

An algorithm A is 𝝐-differentially private if  

for all pairs of neighbors 𝑮,𝑮′ and all sets of answers S: 

𝑷𝒓 𝑨 𝑮 ∈ 𝑺 ≤ 𝒆𝝐 𝑷𝒓 𝑨 𝑮 ∈ 𝑺  

Graph Users 

A 
queries 

answers 
) ( 

Government, 
researchers, 
businesses 

(or)  
Malicious 
adversary image source http://www.queticointernetmarketing.com/new-

amazing-facebook-photo-mapper/ 

Two Notions of Neighbors 

• Edge differential privacy 

 

 

Two graphs are neighbors if they differ in one edge. 

• Node differential privacy 

 

 

Two graphs are neighbors if one can be obtained from another by 
deleting a node and its adjacent edges. 

G: G′: 

G: G′: 

• First node differentially private algorithms that are 
accurate for sparse graphs 
– private for all graphs 

– accurate for a subclass of graphs, which includes  
• graphs with known (not necessarily constant) degree bound 
• graphs where the tail of the degree distribution is not too heavy 
• dense graphs 

• Techniques for node differentially private algorithms 

• Methodology for analyzing the accuracy of such 
algorithms on realistic networks 

 
Independent work  on node privacy: [Blocki,Blum,Datta,Sheffet] 

 
 

American J. Sociology,   
Bearman, Moody, Stovel 

Prior Work on DP Computations on Graphs 
Edge differentially private algorithms 
• number of triangles, MST cost [Nissim Raskhodnikova Smith 07] 

• degree distribution [Hay Rastogi Miklau Suciu 09, Hay Li Miklau Jensen 09] 

• small subgraph counts [Karwa Raskhodnikova Smith Yaroslavtsev 12] 

Edge private against Bayesian adversary (weaker privacy) 
• small subgraph counts [Rastogi Hay Miklau Suciu 09] 

Edge zero-knowledge private (stronger privacy) 
• average degree, distances to nearest connected, Eulerian, 

cycle-free graphs [Gehrke Lui Pass 12] 

 

 

 

Our Techniques 
Challenge with Node Privacy: High Local Sensitivity 

• Local sensitivity [NRS’07]: 

 

• Global sensitivity [DMNS’06]: 

 

For many functions 𝑓 of the data, node 𝐿𝑆 𝐺  is high. 

• Consider adding a node connected to all other nodes. 

• Examples:  
 𝑓 (G)= |E(G)|.  
 𝑓 (G)= # of Δs in G.  
 
 

𝑳𝑺𝒇 𝑮 = max
:  𝐧𝐞𝐢𝐠𝐡𝐛𝐨𝐫     

𝑓 𝐺 − 𝑓 𝐺  

𝑮𝑺𝒇 = max   𝐿𝑆 (𝐺) 
 

Edge 𝑮𝑺𝒇  is 1; node 𝑳𝑺𝒇 𝑮  is 𝑛 for all G.  
Edge 𝑮𝑺𝒇𝚫 is 𝑛;  node 𝑳𝑺𝒇𝚫 𝑮  is |E(G)|. 

Let 𝓖  = family of all graphs,  

      𝓖  = family of graphs of degree  ≤ 𝑑. 

Notation. 𝚫𝒇 =  node 𝑮𝑺𝒇 over  𝓖. 

             𝚫𝒅𝒇 =  node 𝑮𝑺𝒇 over 𝓖 . 

Observation. 𝚫𝒅𝒇 is low for many useful 𝑓. 
Examples:  
   𝚫𝒅𝒇  = 𝒅    (compare to 𝚫𝒇   = 𝒏) 

   𝚫𝒅𝒇𝚫 = 𝒅
𝟐   (compare to 𝚫𝒇𝚫  = |𝑬|) 

 
 

Idea: ``Project’’  on  graphs  in  𝓖  for a carefully chosen d << n. 

 
 
 

𝓖 

𝓖  

Goal: privacy for all graphs 

Method 1: Lipschitz Extensions 

Obtaining Lipschitz Extensions 
Lipschitz Extension of 𝒇  via Flow Graph 

 

• Truncation T(G) removes  
nodes of degree > 𝑑. 

• On query 𝑓, answer 
 A G = 𝑓 𝑇 𝐺 + 𝑛𝑜𝑖𝑠𝑒 

How much noise? 

• Look at local sensitivity of 𝑇 as a map 𝑔𝑟𝑎𝑝ℎ𝑠 → {𝑔𝑟𝑎𝑝ℎ𝑠} 
– 𝑑𝑖𝑠𝑡 𝐺, 𝐺 = # 𝑛𝑜𝑑𝑒  𝑐ℎ𝑎𝑛𝑔𝑒𝑠  𝑡𝑜  𝑔𝑜  𝑓𝑟𝑜𝑚  𝐺  𝑡𝑜  𝐺’  

 
 

 Lemma.  𝐿𝑆 𝐺 = 1 + 𝑛𝑜𝑑𝑒𝑠  𝑜𝑓  𝑑𝑒𝑔𝑟𝑒𝑒  𝑑  𝑜𝑟  𝑑 + 1  

• Global sensitivity max 𝐿𝑆 𝐺  is too large 

… … 
d 

Frequency 

Degrees 

𝐿𝑆 𝐺 = max
:  𝐧𝐞𝐢𝐠𝐡𝐛𝐨𝐫     

𝑑𝑖𝑠𝑡 𝑇 𝐺 , 𝑇 𝐺  

Nodes that 
determine 𝐿𝑆 (𝐺) 

Lemma. 
𝑆 𝐺 = max 𝑒 1 + # 𝑛𝑜𝑑𝑒𝑠  𝑜𝑓  𝑑𝑒𝑔𝑟𝑒𝑒   𝑑 ± 𝑘 + 1    

 is a smooth bound for 𝑻, computable in time 𝑂(𝑚 + 𝑛) 
• “Chain  rule”:  𝑆 𝐺 = 𝑆 𝐺 ⋅ Δ 𝑓 is smooth for 𝒇 ∘ 𝑻 
 
 
 
 
Lemma. ∀𝐺, 𝑑  If we truncate to a random degree in 𝑑, 2𝑑 , 

𝑬 𝑆 𝐺 ≤ 𝑷 𝒅 𝒏
2  log  𝑛
𝜖𝑑

+
1
𝜖
+ 1   

#(nodes of degree above 𝑑) 

If G is 𝑑-bounded, add noise 𝑂(∆ 𝜖⁄ ) 
Theorem. There exists a node-DP algorithm 𝐴  such that  

𝐴 , 𝐺 − 𝐷𝑒𝑔𝐷𝑖𝑠𝑡𝑟𝑖𝑏(𝐺) = 𝑜 1  

with prob. at least ⁄  if 𝐺 satisfies 𝛼-decay for 𝛼 > 1. 

T query f 

𝒇(𝑻(𝑮)+ noise(𝑺𝑻 𝑮 ⋅ 𝚫𝒅𝒇) 
T(G) 

G 

S 𝑺𝑻(G) 

A 

• First nontrivial node-private 
algorithms for sparse graphs 

• Technique: projections onto 
graphs of small degree  

Generic Reduction (via Smooth Sensitivity) 

“Projections” on Graphs of Small Degree 

 

 

 

 

 

• Release 𝑓′ via GS framework [DMNS’06] 

• Requires designing Lipschitz extension for each function 𝑓 
– we base ours on maximum flow and linear and convex programs 

 

𝓖 

𝓖  
low 𝚫𝒅𝒇 

high 𝚫𝒇 

𝒇 = 𝒇 

𝚫𝒇′  = 𝚫𝒅𝒇 

A function 𝑓′ is a Lipschitz extension 

                of 𝑓 from 𝓖  to  𝓖 if 
𝑓′ agrees with 𝑓 on 𝓖   and 

𝚫𝒇′  = 𝚫𝒅𝒇 

Method 2: Generic Reduction to Privacy over 𝓖  

 

 
 

• Time(A) = Time(B) + O(m+n) 

• Reduction works for all functions 𝑓 

How it works: Truncation T(G) outputs G 
with nodes of degree > 𝑑 removed. 

• Answer queries on T(G) instead of G 
            

𝓖 

𝓖  
low 𝚫𝒅𝒇 

high 𝚫𝒇 

𝑻 

Input:    Algorithm B that is node-DP over 𝓖  

Output: Algorithm A that is node-DP over 𝓖,  
                has accuracy similar to B  on  “nice”  graphs 

 via Smooth Sensitivity framework [NRS’07] 
 via finding a DP upper bound ℓ𝓁 on 𝐿𝑆 (𝐺) [Dwork Lei  09,  KRSY’11] 

       and running any algorithm that is 
𝝐
ℓ𝓁

-node-DP over 𝓖  

Our Results 

• Node differentially private algorithms for releasing  
– number of edges 

– counts of small subgraphs  

     (e.g., triangles, 𝒌-triangles, 𝒌-stars) 

– Degree distribution 

• Analysis of our algorithms for graphs with not-too-heavy-tailed 
degree distribution: with 𝜶-decay for constant 𝛼 > 1 
Notation:   𝒅 =   average  degree 

𝑷 𝒅 = fraction of nodes in G of degree ≥ 𝑑 

 

 

 

– Every graph satisfies 1-decay 

– Natural graphs (e.g., “scale-free”  graphs, Erdos-Renyi) satisfy 𝛼 > 1  

 

 

via Lipschitz 
extensions 

A graph G satisfies  𝜶-decay if  

for all 𝑡 > 1:    𝑃 𝑡 ⋅ �̅� ≤ 𝑡   
𝒅 𝑡 ⋅ 𝒅 

≤ 𝒕 𝜶 

}    via generic reduction 

… … 

Frequency 

Degrees 

… 

For a graph G=([n], E), define flow graph of G: 

 

 

 

 

Add edge (𝑢, 𝑣′) iff 𝑢, 𝑣 ∈   𝐸. 

𝒗𝐟𝐥𝐨𝐰(G) is the value of the maximum flow in this graph. 

Lemma. 𝒗𝐟𝐥𝐨𝐰(G)/2 is a Lipschitz extension of 𝒇 . 
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1 

Smooth Sensitivity Framework [NRS  ‘07] 
𝑺𝒇 𝑮   is a smooth bound on local sensitivity of  𝑓  if 

– 𝑺𝒇 𝑮 ≤ 𝑳𝑺𝒇(𝑮) 
– 𝑺𝒇 𝑮 ≤ 𝒆𝝐𝑺𝒇(𝑮′) for all neighbors  𝑮  and  𝑮′   

For a graph G=([n], E), define LP with variables 𝑥  for all triangles 𝑇: 

 

 

 

 

𝒗𝐋𝐏(G) is the value of LP. 

Lemma. 𝒗𝐋𝐏(G) is a Lipschitz extension of 𝒇𝚫. 

• Can be generalized to other counting queries 

• Other queries use convex programs 

 

Maximize  

       0 ≤ 𝑥 ≤ 1             for all  triangles 𝑇 
                                          for all nodes 𝑣 

𝑥
        

 

𝑥
: ∈ ( )

≤ 𝚫𝒅𝒇𝚫 
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