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Our  Vision
Enabling  combined  analyses  across  multiple  
datasets,  leaving  each  dataset  in  the  hands  of  its  
owner,  who  may  choose  to  opt-­in  or  opt-­out  of  the  
analysis.  

Sharing  the  computation  (and  not  the  data)  across  
multiple  entities.

Computing    over  similar  data,  or  data  about  similar  
populations,  stored  at  different  organizations  as  a  
single,  massive,  joint  dataset.

Re-­design  the  computation    to  alleviate  the  privacy  
concerns  of  different  entities.  

Our  approach:
Distributing  differential  privacy  
computations: Using  algorithm  design,  
cryptographic,  statistical,  and  
programming  languages  tools.

The ResearchChallenge:
Avast array of different organizations collect similar data or data about similar populations.
Sharing this data can bring benefits in social, scientific, business, and security domains.
When the data is sensitive, can we unlock these benefits while avoiding the need to share
the data between the different entities?

Foundation of Privacy in a Distributed Setting
Goals:
Theory of distributed differential 
privacy.
Protocols for distributed 
summation and aggregation.
Algorithms for distributed 
learning and statistical inference

Programming Languages and Verification
Goals:
Trusted interpreter for a 
core R language
Symbolic execution for 
differential privacy
Protocols for remote 
attestation for privacy

Preliminary results:
Generic Attacks on Secure Outsourced Databases. Kellaris G, 
Kollios G, Nissim K, O'Neill A. CCS 2016.
Differentially Private Bayesian Programming. G. Barthe, G. P. 
Farina, M. Gaboardi, E. J. Gallego Arias, A. D. Gordon, J. Hsu, 
P.-Y. Strub. CCS 2016.
Advanced Probabilistic Couplings for Differential Privacy. G. 
Barthe, N. Fong, M. Gaboardi, B. Grégoire, J. Hsu, and P.-Y. 
Strub. CCS 2016.

Goals:
Verified statistical estimation 
and balancing
Parametric optimizations over 
distributed sensitive data
Balance and matching for causal 
inference over distributed 
sensitive data

Statistical Methods

Differential  privacy:   A  formal  
mathematical  framework  for  measuring  
and  enforcing  the  privacy  guarantees  
provided  by  statistical  computations.

Our  framework:

the utility from statistical inference and machine learning in a variety of distributed setting. Towards this
goal we will study the theoretical and implementational aspects of privacy-preserving analyses in the
distributed settings. That is, what are the upper and lower utility bounds on various computational tasks in
this setting, and how can one assure, using cleverly designed code, that privacy is indeed being preserved.
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Figure 1: Main components of the project

1.1.1 Core Themes and Specific Research Areas

We will focus on three main themes, corresponding to the expertise of the PIs. Coordinated progress in
these research directions will lead to the construction of tools that support our vision of sharing computation
rather than data, and enforcing privacy and security guarantees while increasing the utility extracted from
distributed datasets.

• Foundations of privacy in distributed settings (PIs Nissim, Vadhan, collaborating with Sheffet):
Building on our expertise in differential privacy, cryptography, and theory of computation, we will
extend the theory underlying distributed private computation, especially distributed analogues of dif-
ferential privacy, as introduced and studied by PIs Nissim and Vadhan [43, 94, 11, 90].

• Statistical methods (PIs Honaker, Nissim, Vadhan, collaborating with Sheffet): Building on our ex-
pertise in statistics and machine learning, we will design algorithms for an array of statistical inference
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