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Scientific	
  Impact:	
  
A	
  conceptual-­‐foundational	
  
understanding	
  of	
  distributed	
  
computations	
  over	
  sensitive	
  data
A	
  collection	
  of	
  tools	
  that	
  will	
  
achieve	
  many	
  benefits	
  of	
  data	
  
sharing	
  without	
  data	
  owners	
  
having	
  to	
  share	
  the	
  data.

Solution:
• Distributing	
  differential	
  

privacy	
  computations.
• Sharing	
  the	
  computation	
  

(and	
  not	
  the	
  data)	
  across	
  
multiple	
  entities.

Challenge:	
  
Different	
  organizations	
  collect	
  
similar	
  data	
  or	
  data	
  about	
  similar	
  
populations.	
  When	
  the	
  data	
  is	
  
sensitive,	
  can	
  we	
   benefits	
  from	
  
analyzing	
  this	
  data	
  while	
  avoiding	
  
the	
  need	
  to	
  share	
  them	
  between	
  
the	
  different	
  entities?

Broader	
  Impact:	
  
• Understanding	
  the	
  

tradeoffs	
  between	
  privacy	
  
and	
  utility	
  in	
  distributed	
  
data,

• Helping	
  policy	
  makers	
  to	
  
take	
  informed	
  decisions	
  
in	
  the	
  already	
  ongoing	
  
negotiation	
  of	
  privacy,	
  

• development	
  of	
  new	
  
curricula	
  material	
  and	
  
training
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Computing	
   over	
  Distributed	
  Sensitive	
  Data

the utility from statistical inference and machine learning in a variety of distributed setting. Towards this
goal we will study the theoretical and implementational aspects of privacy-preserving analyses in the
distributed settings. That is, what are the upper and lower utility bounds on various computational tasks in
this setting, and how can one assure, using cleverly designed code, that privacy is indeed being preserved.
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Figure 1: Main components of the project

1.1.1 Core Themes and Specific Research Areas

We will focus on three main themes, corresponding to the expertise of the PIs. Coordinated progress in
these research directions will lead to the construction of tools that support our vision of sharing computation
rather than data, and enforcing privacy and security guarantees while increasing the utility extracted from
distributed datasets.

• Foundations of privacy in distributed settings (PIs Nissim, Vadhan, collaborating with Sheffet):
Building on our expertise in differential privacy, cryptography, and theory of computation, we will
extend the theory underlying distributed private computation, especially distributed analogues of dif-
ferential privacy, as introduced and studied by PIs Nissim and Vadhan [43, 94, 11, 90].

• Statistical methods (PIs Honaker, Nissim, Vadhan, collaborating with Sheffet): Building on our ex-
pertise in statistics and machine learning, we will design algorithms for an array of statistical inference
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