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Scien9fic	Impact:		
•  We	will	change	the	long-

standing	doubt	of	the	
robustness	of	machine	
learning	to	adversaries.	

•  Machine	learning	
techniques	can	be	used	
more	widely	in	security	and	
privacy	research	without	
being	worried	about	
polluted	training	set.		

Solu9on:		
•  Machine	unlearning:	

Ask	learning	systems	
to	forget	data	
–  Transform	exisAng	

learning	model	to	a	
summaAon	form	

Challenge:		
•  Training	set	of	a	

learning	system	can	be	
polluted	by	aBackers.	
–  Inject	craEed	samples	
–  Alter	labels	of	training	

samples	

Broader	Impact:		
•  MicrosoE	may	use	machine	

unlearning	to	ask	its	AI-
powered	bot,	Tay,	to	forget	
racism	statements.	

•  Adversarial	machine	
learning	is	covered	in	both	
PIs’	courses.	

•  The	AtlanAc	magazine	
features	“machine	
unlearning”	in	an	arAcle.	
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Efficient	Repair	of	Learning	Systems	via	Machine	Unlearning	

(6) Unlearn

(4) Causality Analysis

Training 
Data

Spam 
Detector

Labeled 
Emails

Pollute Existing 
Filters (1) Train

Attacker Admin Users

(3) Verify

(5) VerifyPolluted 
Data

Emails (2) Report

Misclassification

Repaired 
Model

Data Procedure Our procedure

Training 
Stage

Use Stage

Repair Stage

Stage

Update


