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CPS: Synergy: Collaborative Research: 

This project is bringing tools from formal methods to 
traffic management to meet control objectives 
expressed in temporal logic. This approach is being 
applied to signal timing and ramp metering strategies 
for signalized intersections and freeway traffic control. 
In addition to meeting temporal logic specifications we 
aim to incorporate optimality criteria, such as total 
travel time, throughput, and vehicle miles traveled.  
 

Overview 

 
 

Current Research 

•  Traffic networks are mixed monotone systems: 

 
 
•  Increasing and decreasing components 
•  Decomposition function  
•  Congestion causes nonmonotone behavior 

Mixed Monotonicity 
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•  For each link           , the state 
    represents the number of vehicles on the link 
•  Each link has: 
•  Demand                  
     to move downstream 
•  Supply                
     to accept upstream flow 

Dynamics:   
 
 
•  Turn ratios        divide demand among downstream 

links and supply ratios        divide supply among 
upstream links 

•  Signal variable                    indicates if link    is active  

Traffic Network Model 
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•  Mixed Monotonicity leads to efficient abstraction: 

 

•  The one-step reachable set from a box of initial 
conditions is tightly over-approximated by computing 
the decomposition function at only two points 

•  This allows a scalable abstraction algorithm 

Abstraction 
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Efficient abstraction from reachability computation

The transition system T = (Q,M,d ) is an over-approximating
abstraction of x+ = Fm(x,d):

If 9x 2 Iq 9d 2D such that Fm(x,d) 2 Iq0

Then q0 2 d (q,m)

Mixed monotonicity allows efficient abstraction
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Input to:

Verification and
synthesis tools
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Traffic flow model
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Link state update
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LTL Specification: 
•  Each signal actuates cross street traffic infinitely often 
•  Eventually, links 1, 2, 3, and 4 have fewer than 30 

vehicles on each link and this remains true for all time 
•  The signal at junction 4 must actuate cross street traffic 

for at least two sequential time-steps 
  

       

Example 
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Correct-by-design control of arterial corridor
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Linear Temporal Logic spec.
I

Each signal actuates cross street

traffic infinitely often

I
Eventually, links 1, 2, 3, and 4 have

fewer than 30 vehicles on each link

and this remains true for all time

I
The signal at junction v

4

must

actuate each direction for at least

two sequential time-steps (pedestrian

crossings)

Naïve offset optimal policy
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Correct-by-design control of arterial corridor
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Linear Temporal Logic spec.
I

Each signal actuates cross street

traffic infinitely often

I
Eventually, links 1, 2, 3, and 4 have

fewer than 30 vehicles on each link

and this remains true for all time

I
The signal at junction v

4

must

actuate each direction for at least

two sequential time-steps (pedestrian

crossings)

Correct-by-design policy
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Directed specifications describe upper or lower sets in 
a partially ordered signal space. They arise naturally in 
traffic control to encourage lower occupancy. Directed 
specifications paired with monotone systems allow: 
•  Sparse abstractions that prevent an exponential   

blowup in the number of finite state transitions 
•  Compositional controller synthesis 
•  Systematic assumption mining (identifying the set of 

input signals, e.g., traffic demand, that generate 
trajectories satisfying the specification). 

 

Directed Specifications 

•  Adding optimality criteria to specifications 
•  Compositionality via assume/guarantee contracts 
•  Freeway onramp and arterial signaling coordination 
•  Validation with hybrid freeway / arterial simulation 
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Figure 5: Parse tree that uses order preserving operations to

determine that ⇤� is a lower specification if � is also a lower

specification. Thick and thin lines respectively denote upper and

lower specifications.
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Although this proof is on discrete-time specifications the
above properties also hold with specifications with continu-
ous time semantics.

It is straightforward to prove the above properties about
temporal logic operators in a set theoretic context using
Properties 1-4 of lower/upper sets. The above are su�-
cient conditions to determine satisfaction of properties (3)
and (4), and allow derivation of similar statements for ⇤�,
3�, �
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, and �
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.

• ⇤� and 3� are lower specifications if � is a lower spec-
ification. Fig. 5 demonstrates how order preserving
operators are used for ⇤�.
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is a lower specification.

Note that the proof for Theorem 1 only assumes that sets
have a partial ordering and no makes no restrictions that
predicates be over discrete or continuous sets.

Curiously, it is possible to generate lower specifications that
combine elements of temporal logics and norms that are not
expressible in either alone. Consider

⇤
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which encodes that a running average is periodically below
a constant, is a specification that cannot be written in signal
temporal logic, yet is still a lower specification.
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Figure 6: A monotone function’s preimage of a lower set is itself

a lower set. Therefore, the assumption set ⌃

�1

(�) ✓ X ⇥D[·] of
the lower specification � ✓ X [·] is a lower set. Although ⌃

�1

(�)

is unknown, the lower set property is useful for constructing ap-

proximations.

4. MONOTONE SYSTEM DYNAMICS
Let the discrete time system ⌃ have an associated update
equation F

⌃

: X ⇥D 7! X such that

x[k + 1] = F

⌃

(x[k], d[k]) (6)

for all k � 0.

Definition 3 (Monotone Systems). A system (6) is
monotone with respect to ordering X and D if
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The system has a monotone output if the output function
h(·) : X [·] 7! Y[·] is monotone.

To extend the definition of monotone system from a single-
step update equation F

⌃

to a definition about the signals
generated by ⌃, consider d
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[a]. If the system is monotone, it
follows from iterating Definition 3 via (6) that:
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Thus monotonicity of F
⌃

(·, ·) in (7) implies the monotonicity
of ⌃ : X ⇥D[·] 7! X [·].

Example 1. Let a � 0, x 2 R�0

, d 2 R. The system

x[k + 1] = max(0, ax[k] + d[k])

is monotone.

Consider the assumption mining problem as formalized in
Problem 1, but with the additional information that the
system ⌃ is monotone and the specification � is a lower set.
The following property of lower sets and monotone functions
lets us deduce that the assumption set is also a lower set as
depicted in Fig. 6.

Property 5. If f : P 7! Q is a monotone function, the
preimage f

�1(M) of a lower(upper) set, M ✓ Q, is itself a
lower(upper) set.


