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The	   aim	   of	   this	   project	   is	   to	   investigate	  methods	   for	   modeling	   human	   expert	   surgeons	   performing	  
robotic	  minimally	  invasive	  surgery,	  and	  to	  understand	  how	  to	  reflect	  this	  expertise	  back	  upon	  students	  
in	  the	  form	  of	  teaching	  and	  training.	  At	  a	  fundamental	  level,	  we	  view	  modeling	  the	  surgical	  “signal”	  as	  
one	  of	  language	  modeling.	  We	  have	  pursued	  two	  approaches	  to	  general-‐purpose	  low-‐level	  modeling.	  In	  
one	  path,	  we	  are	  extending	  traditional	  HMM-‐like	  models	  with	  dynamics.	  We	  have	  now	  advanced	  that	  
work	   to	   a	   structured	  model	   in	  which	   each	   high-‐dimensional	   kinematic	   data	   vector	   is	   viewed	   as	   the	  
linear	   transformation	   of	   a	   low-‐dimensional	   gesture-‐dependent	  motion	   vector	   plus	   a	   gesture-‐
independent	   nuisance	   (noise)	   vector.	   	   We	   then	   introduced	   temporal	   dynamics	   into	   these	   two	  
underlying	  vectors.	  	  Finally,	  we	  made	  the	  parameters	  of	  the	  temporal	  dynamics	  state-‐dependent.	  	  We	  
call	   this	   the	   structured	   switching	   vector	   autoregressive	   (SS-‐VAR)	  model.	   At	   the	   same	   time,	  we	  have	  
looked	   at	   global	   optimization	   methods	   for	   classification	   of	   data	   on	   multiple	   manifolds	   based	   on	  
structured	  sparse	  representation.	   	  Our	  most	  recent	  work	  treats	  the	  training	  data	  as	  a	  self-‐expressive	  
dictionary	  where	  the	  data	  in	  each	  class	  are	  organized	  into	  several	  blocks	  of	  the	  dictionary	  where	  each	  
block	  corresponds	  to	  a	   low-‐dimensional	  subspace	  of	  a	  high-‐dimensional	  ambient	  space.	   	  We	  cast	  the	  
classification	  as	  finding	  a	  block-‐sparse	  representation	  of	  a	  test	  example	  in	  the	  dictionary	  of	  the	  training	  
data.	  	  While	  this	  is	  an	  NP-‐hard	  problem,	  we	  propose	  two	  classes	  of	  convex	  relaxations	  and	  prove	  that	  
under	  broad	  conditions,	   the	  convex	  programs	  can	  successfully	  perform	  the	  classification	   task.	   In	   the	  
challenging	   case	   of	   having	   a	   small	   number	   of	   training	   data	   for	   each	   class,	   the	   proposed	   algorithms	  
improve	  the	  state-‐of-‐the-‐art	  classification	  algorithms	  by	  10%.	  
We	   have	   used	   these	   modeling	   tools	   to	   recognize	   and	   create	   contextual	   feedback	   to	   users.	   In	  

particular,	  we	  have	  explored	  methods	  for	  automated	  collaborative	  (traded	  control)	  execution	  of	  robot	  
motions.	  The	  overall	  execution	  of	  a	  task	  can	  be	  viewed	  as	  a	  state	  transition	  system,	  where	  each	  state	  
may	   be	   performed	   by	   the	   human	   operator	   or	   automatically.	   The	   states	   are	   recognized	   using	   the	  
previously	  describe	  discrete	  models,	  and	  the	  motion	  is	  a	  learned	  representation	  from	  training	  data.	  
Finally,	  we	  have	  continued	  to	  push	  forward	  in	  using	  our	  results	  in	  surgical	  assessment.	  In	  new	  work,	  

we	  have	  begun	   to	   compute	   (longitudinal)	   learning	   curves	   for	  our	   trainees	  based	  on	  expert	   assessed	  
and	   automatically	   computer	   metrics,	   and	   explore	   correlation	   between	   automated	   assessment	   and	  
expert	  assessment.	  	  Recently,	  we	  have	  extended	  these	  results	  for	  use	  in	  curricular	  training	  for	  robotic	  
otolaryngology,	   and	   to	   simulation	   based	   training	   for	   robotic	   surgery.	   This	   is	   also	   the	   first	   work	   to	  
utilize	  motion	  data	   from	   identical	   training	   tasks	   in	  physical	   and	   simulated	   training	   tasks	   for	   robotic	  
surgery	  training	  as	  illustrated	  below.	  

	  
	  
This	  figure	  shows	  the	  surfaces	  swept	  out	  by	  a	  surgical	  needle	  operated	  with	  a	  robotic	  instrument	  as	  a	  
subject	  performs	  a	  dry-‐lab	  (left)	  and	  simulation-‐based	  (right)	  robotic	  surgery	  training	  task.	  

Fig. 3. The ribbon surfaces panned by the gripper during the first needle throw of a training task. Left: dry-lab. Right: simulation.

added to the repository.
A preliminary version of this framework has been

prototyped to store and analyze task performance data
acquired from the Johns Hopkins da Vinci S surgical
system, and dV-Trainer systems at MIMIC Technolo-
gies. While the National Health Information Network
(NHIN) gateways are established, an ad-hoc connec-
tion is used to share data and methods between the
repositories at JHU and MIMIC. A JHU data archival
workstation [23] performs the data collection on both
da Vinci systems and dV-Trainers, and supports local
processing and analysis. The resulting analysis can also
be displayed in the MScore results summary integrated
in the dV-Trainers.

The infrastructure above allows us to capture and
analyze surgical training data across these training
platforms. Previous work on the validation of the sim-
ulator [11] has been limited to the use of the measures
and statistics integrated in simulator reporting system.
We also include the following subset of the current
scoring system in our analysis:

1) Master Range of Motion: the larger of the two
radii of motion of the user’s working volume on
master grips.

2) Economy of Motion: the total distance traveled
by all instruments during an exercise.

3) Time to Complete Exercise: the total elapsed
time from when the user touches the first object
till when the final target is completed or the
exercise is manually terminated.

The simulator reports a range of other metrics in-
cluding motion of instruments outside the field of view
of the camera, instrument collisions and drops of tools
(e.g. a suturing needle) and other errors. The simulator
also reports a weighted aggregate score composed other

metrics.
We have reported superior metrics [20] that outper-

form the metrics currently included in the simulator
scoring system in distinguishing proficient and trainee
task performances. We include and extend the metrics
from that work in this analysis as well:

1) Pose Accuracy: the surface area spanned by the
line < pt, qt > along the instrument axis during
the task, where pt is the kinematic tip, and qt is
a point on the gripper.

2) Pose Efficiency: similar surface area spanned by
the linear velocities p0t and q0t during the task.

These metrics capture the management of the 6–
DOF pose performed by the user, that is lost in the
economy of motion and similar linear distances above.
Figure 3 visualizes the pose accuracy for the first throw
of an anastomosis training task in real and simulated
environments.

III. EXPERIMENTS

We have collected experimental data across dry-lab
training laboratories using phantoms, and correspond-
ing simulation tasks using the same experimental pro-
tocol. Although larger data collection is still ongoing,
we present the first cross-platform training experiment
for an anastomosis task below.

This first experimental task (Figure 4) requires the
repair of a simulated vessel by four needle throws
on targets distributed 90 degrees apart along both
edges of the simulated vessel. In the da Vinci dry-
lab version (Figure 4, top), this end-to-end anastomosis
use a 1” Penrose drain. The 3mm circle targets were
placed 5mm away from the edge, and a 3-0 NSH-1
suturing needle was used to simulate the repair needle
throws using two large needle drivers. A simulated
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