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Main Idea! A Cy-phy network of clocks!

Methods and 
Materials!

Clock synchronization!

Intrinsic adversary detection in Cyber-physical systems: 

Precise network synchronized clocks enable detection and isolation of 
adversarial attacks.
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Link characteristics! Node characteristics!

Chronometric fingerprinting!

!(t)j = ↵ij�!(t)j + �j · t+  j · t2/2 + �(t)

Clocks on devices connected over an Ethernet link may be 
synchronized very precisely using the IEEE 1588 Precision Time 
Protocol.

The protocol uses a temporally coded packet exchange to 
compensate for network delay and to compute clock offset to a 
reference Master clock.  
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Clause 6: Synchronization Basics (continued)
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To synchronize a pair of clocks, First:

• Send a message, (Sync message), from master to slave and 
measure the apparent time difference between the two clocks.    
MS_difference = slave’s receipt time – master’s sending time

= t2 –t1

• MS_difference = offset + MS delay (by inspection) 

• For example:                                                    
MS_difference = slave’s receipt time – master’s sending time        
90 minutes = 11:30 – 10:00 

Clause 6: Synchronization Basics (continued)

 

Master Clock: 
10:00AM 

Slave Clock: 
11:00AM 

Offset = 1 hour 

Sending time: 
10:00AM 

Receipt time: 
11:30AM 

Send message with Propagation 
Time = 30 minutes 
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Sub-microsecond accuracy is 
achievable across typical local 
area networks.


�ij =
1

2
(t2 � t1 � t3 + t4)

Discrete clock offset correction:


Dynamic Syntonization:


Bias
 Drift
 Dilution


!

occurs in an MRP ring, the topology is able to maintain the 
synchronization performance over the network of four switches. 
Packet loss is minimized, thus maintaining the communication  
between the GM and the OC.  Therefore, the accuracy of the 
synchronization is not affected. 

4.2 B. Network traffic bursts 
Due to fault conditions in the substation, which may result in 
short but frequent bursts of traffic, this test scenario emulates 
what would occur when substation data is sampled at high 
frequencies in order to detect transient fault occurrences. We 
conjectured that static heavy traffic loads would not impact IEEE 
1588 because TCs are able to compensate for the jitter by time-
stamping at the ingress and egress ports, therefore removing the 
PDV.  An accurate implementation of the TC should be able to 
maintain the synchronization accuracy over the four hops. The 
traffic bursts occur over the duration of two hours. The traffic is 
injected as square steps, with a period of 1 h, where the minimum 
network load threshold is at 5 percent and a maximum network 
load threshold is at 95 percent with each load lasting for 30 
minutes. The traffic injected is based upon the traffic model 1 of 
G.8261/Y.1361 [7].  As shown in Figure 7, the IEEE 1588 
devices were configured in a linear topology with three hops, with 
the slave nodes on the last hop to assess the synchronization 
performance. The traffic generator node injects packets at the 
specified percentages into the first hop and absorbs the extraneous 
traffic from the third hop. To ensure the correct level of traffic is 
being generated, a network packet analyzer was used to verify the 
quantity and sizes of the packets. We tested two device 
implementations on the third hop, TC A and TC B. Results from 
both TCs indicate that there were no significant time 
synchronization performance setbacks due to the bursts of traffic 
as shown in Figure 8. The slaves were able to maintain similar 
variation in mean path delay with a maximum offset of less than 
200 ns. Heavy traffic, with use of TCs, did not have impact on the 
synchronization of the slaves and the ability of the TCs to time-
stamp the messages.  

 
Figure 7: IEEE 1588 topology for network traffic scenario. 

 
Figure 8: Mean path delay and synchronization offset between 

Grandmaster and slave nodes through TC B. 

4.3 C. Holdover and convergence 
The holdover tests provide a view of how the IEEE 1588 nodes 
would fare without a Master clock. The holdover durations tested 
include 10 s, 100 s, and 1000 s. With accurate time-stamping in 
the TC, the IEEE 1588 OCs were able to support holdover 
between  10  to  100  s  while  remaining  within  1  μs  accuracy. Table 
2 provides a sample of the synchronization offsets after the node 
establishes contact with the Grandmaster. OC3 holdover ranged 
from  200  ns  to  2.5  μs at 10 s and 1000 s respectively, whereas a 
less stable clock, OC4, drifted 448 ns in 10 s to a drift  of  4.7  μs  in  
1000 s. OC5, which is compromised by a TC introducing a large 
timing   error   drifted   significantly  with   a  2.6  μs  offset   at   10   s.  At  

Figure 5: Synchronization offset with link failure 
in ring topology using RSTP. 

Figure 6: Synchronization offset with link failure 
in ring topology using MRP. 
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When a reference feature set is available, Bayes classifiers, 
the K-means algorithm or a neural network may be used to 
identify anomalous time signatures. 

“Hidden change point” unsupervised anomaly detection, using 
the Shiryaev-Roberts statistic, is also being considered


Straightforward spike 
detection on clock 
offset measurements 
has been effective for 
most masquerade 
attacks.


Physical networks used to distribute electricity or 
natural gas tend to be particularly vulnerable to 
attack given the high asset value, pervasive 
presence and wide geographic footprint. 


However, the physical dynamics associated with a 
system comprised of interconnected pipes or 
cables also provides us a method to characterize 
the topology of the physical network.


Cyber links may be characterized as information 
channels subject to classical information theory /security 
assessments.

In our study we consider that links in the cyber domain 
pertain packetized digital networks (i.e., Ethernet) 
subject to packet delay and jitter.

We are able to characterize the network based on 
packet propagation delay and peer clock offsets.


section π

in
ω

Model order is increased 

as additional Pi-sections are used to 

model the transmission line

Nodes in a power network may include generators, 
loads, transformers, etc. Gas networks utilize 
pumps, pressure reducers and manifolds, etc.



Accurate clocks within physical sensors improve 
the quality and rate of sampled observations of 
physical nodes. The improvement in data quality 
has a direct impact on anomaly detection and 
currently is the primary driver for improved clock 
accuracy.


Assuming that each node (physical and cyber) uses a 
precise clock, the dynamics associated with clock 
convergence (e.g., PLL transients) provide a powerful 
oracle to assess node fidelity.



Clock drift characteristics are unique to the crystal 
resonator being used and show significant pattern 
differentiation between manufacturing runs.


Networks of the future are purportedly more vulnerable given 
their eventual evolution to large, amorphous, cyber-physical 
systems (CPSs). 

The focus of our research is to leverage a precisely synchronized 
network of clocks embedded within a CPS to design implicit 
security features, identify network intrusion, adversarial proxies 
and unauthorized reconfiguration. 



Our premise is that while network topology, data content and 
size may change unpredictably in a CPS, the use of precise 
clocks to profile the physics of individual nodes and to 
accurately model the relative timing differences between nodes 
offers a unique structure-semantic oracle for node authentication 
and link validation.



