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The complexity of modern military, aerospace, and other systems and systems of systems has skyrocket-

ed in recent years. These Cyber-Physical Systems (CPSs), including transportation and aeronautical sys-

tems, comprise major physical components that can no longer function properly without integrated cyber 

components (such as engine control systems and communication buses) [1, 2, 3 4]. The complexity of 

CPSs and their increasing reliance on software control of mechanical systems has contributed to a long 

list of disasters [5, 6], including ones that have led to catastrophic loss of life or property [7, 8, 9, 10].  

Managing the growth in complexity in CPSs while building CPSs that can adapt over a long lifetime 

remains a challenge for designers, developers and maintainers. Transportation systems have longer life-

times than usual for software replacement. Frequent software patches and upgrades – necessitated by 

discovered bugs or vulnerabilities – are needed over vehicle lifetimes that span several years or decades. 

Furthermore, code (as well as mechanical parts) is often reused and retargeted from one vehicle design 

to another. While mechanical engineers understand mechanical interactions and software engineers un-

derstand software interactions, the interplay between software and mechanical components in CPSs is 

not as well understood and controlled. A famous example is the Ariane 5 rocket, which reused inertial 

reference system code from the Ariane 4 rocket without accounting for the faster initial acceleration and 

horizontal velocity buildup of the Ariane 5 rocket, which resulted in an integer overflow (without an ex-

ception check that was removed for performance), as shown in Figure 1 [11]. The rocket self-destructed 

approximately 37 seconds after launch.  Nearly two decades  have passed since this disaster, and (in-

creasingly more complex) automotive and aeronautical CPSs still  continue to be plagued by highly pub-

licized and costly recalls 

and delays [12, 13, 14, 

15, 16]. 

Despite improved 

tools for the design and 

development of the me-

chanical, electronic, and 

software components of 

modern CPSs, we con-

tinue to build cyber 

physical systems of sys-

tems without an adequate 

understanding of the fi-

nal complexity or how 

difficult it will be to 

modify the system for 

future needs. A key rea-

son for this lack of un-

derstanding is that there 

are few ways to measure 

the complexity or adapt-

ability of CPSs. As a re-

sult, CPSs today are in-

 

Figure 1. A software error due to code reuse led to physical destruction of the Ariane 5 
rocket. 
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creasingly complex and lack adaptability, negatively impacting the effectiveness, lifecycle cost, and 

maintainability of the systems. These shortcomings are particularly alarming in the transportation sector 

where software bugs can lead almost directly to human injury or death.   

Some complexity metrics do exist for software only, including McCabe’s metrics (e.g., Cyclomatic 

Complexity), Halstead’s metrics (e.g., source lines of code), and coupling and cohesion. Similarly, met-

rics exist for the physical aspects, such as Size, Weight, and Power (SWAP). However, the community 

is lacking in complexity-centric and adaptability-centric metrics that encompass and capture the inter-

connections, dependencies, and combined aspects of the cyber and the physical components throughout 

the system’s lifecycle. The lack of appropriate metrics means there is little support for system designers 

and developers to compare competing designs, safely reuse cyber components in new physical systems, 

modify CPSs, and make design tradeoffs in critical areas affecting system success and acceptability. 

This shortcoming motivates new research into appropriate metrics integrated into design and mainte-

nance environments and processes. We suggest that there are two classes of metrics that require research 

and development to support the design, development, and maintenance of transportation CPSs, namely 

complexity and adaptability metrics. 

Complexity metrics – The main purpose of these metrics is to assess the extent to which unforeseen 

situations can arise in a CPS. The more complex a system is, the more likely that some condition that 

might arise during its lifecycle has not been thoroughly tested, vetted, controlled, or compensated for. 

The key for complexity metrics is that they are comparative within a single CPS instance. That is, while 

it is not realistic to hope for a complexity metric that is an absolute judge of the worth of a specific sys-

tem (e.g., a system might be less complex than another because it is much less feature rich or capable), it 

is worthwhile to determine whether a change to a CPS or a particular design or implementation choice 

makes the system more or less complex, and therefore more or less maintainable over its lifecycle.  

Important factors that could be incorporated into useful and general complexity metrics include, but 

are not limited to, the following: 

 The degree to which subsystems are interdependent, indicating the likelihood that changes or failures 

in one can affect others. 

 The degree to which the logic and mechanics of a subsystem are well organized, understood, docu-

mented, and tested. 

 The degree of resource contention between system components, where resources can include the tra-

ditional cyber resources of CPU, memory, and bandwidth, but also physical resources such as gross 

weight, power, space, and thermal dissipation, and lifecycle resources, such as maintenance dollars 

(e.g., for replacement parts), hours (e.g., time to upgrade, fix, and replace), and manpower (e.g., 

amount of manual labor involved in maintenance). 

Adaptability metrics – The main purpose of these metrics is to assess the ability of a CPS to adapt to 

future changes. A CPS could be low complexity, but very rigid, requiring complete redesign and rede-

velopment for each new feature or new version. An adaptable CPS, in contrast, would accommodate up-

grades and maintenance without major cost or effort, facilitate reconfiguration of components for reuse 

across platforms, and reduce obsolescence by enabling individual component upgrades. Likewise, sys-

tems that are runtime adaptable handle wider ranges of operating conditions, new or unforeseen interac-

tions and interconnections, failure cases inclusive of malicious intent, extremes of environmental condi-

tions, changes in their patterns of use, and many other aspects of an unknown future. Improved adapta-

bility leads to less downtime, longer lifecycles, more efficient usage, and safer, streamlined upgrades. 

These complexity and adaptability metrics need to be incorporated into design, development, and 

maintenance environments and processes, so that design decisions, implementation tradeoffs, and 

maintenance choices can be evaluated with respect to their ability to reduce (or at least not increase) the 
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complexity of the system and maintain or improve the adaptability of the system. In order to achieve this 

vision, the metrics must have the following attributes: 

 Usable within existing or emerging CPS tools and processes. That is, the metrics should encompass 

relevant characteristics of CPSs to drive design, development, and maintenance decisions and sup-

port integration into the systems and tools used by designers, developers, and maintainers. 

 Observable and computable, i.e., it should be possible to calculate or estimate the metrics for a wide 

range of systems at various stages of development while the system is being conceived, designed, 

developed, and maintained. 

 Validatable on data from historical and current real CPSs, i.e., it should be possible to calculate the 

metrics using information from prior or current existing systems, such as those referenced above, 

toward experiments validating a correlation between lower complexity and higher adaptability with 

longer lifespans, lower lifecycle costs, and fewer documented problems.  

The definition, design, and adoption of such metrics is a challenging, high-payoff area of research. 

The current state of the art for evaluating complexity and adaptability typically focuses on the cyber 

(i.e., software) aspects or physical aspects, but not both and their interplay. Many existing metrics are 

easily computable, but overly simplistic and consider only a limited set of system characteristics. Others 

are more comprehensive, but not computable in general. The depth of this problem is underscored by the 

fact that there are still ongoing debates over the meaning and scope of complexity and adaptability in 

cyber-physical systems today. Meaningful debates about which factors have the greatest impact on com-

plexity and adaptability, or which metrics are appropriate in different contexts have yet to begin in ear-

nest. 
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