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Motivation:
— Cyber-Physical Systems (CPS) will be pervasively

integrated into our physical world
— How to ensure the security and safety of CPS?

Challenges:

— Reliance on wireless technology nteligent Transportaton Smart power grid — src: DoE
» Easy to jam and interfere with

Systems — src: DoT
— Complexity with real-time, energy and mobility constraints
= Widens the malicious opportunities

— Attacks are not “random noise”, but are well orchestrated
» Studies that focus on random noise and disturbance do not apply

Micro Aerial Vehicles — src: Air Force

Methodology: Identifying Stealthy Attacks

 Attacker solves Markov Decision Instantiations of exploits:
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Methodology: Developing Defense Strategies

« Game-theoretic approach Instantiations:

— Zero-sum game between the defender B +t2 e Wireless Interference
(player 1) and the attacker (player 2) P
Target 1 4,-4 -1,1
— Mixed strategies (X, Y) are obtained as
solutions to various optimization Target2  (-5,5) (2,2) (0
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— Marginal approach: optimize over
marginal variables bypassing the mixed
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