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Platform support for security Working with Sensitive Data

Project Overview
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Problem: Differential privacy guarantees for distributed systems while
processing continuous data streams.

Approaches
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How do we figure out what happened?
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Problem:

Users resort to workarounds when they feel that security features of
a system prevent them from doing their work. How can we predict
workarounds and analyze their effects?

Team

Insup Lee (PI, Penn) Miroslav Pajic (Duke) Kang G. Shin (Michigan)
Andreas Haeberlen (Penn) George Pappas (Penn) Oleg Sokolsky (Penn)

Privacy-aware cloud-based optimization over sensitive data:

Bill Hanson (UPHS) Linh Phan (Penn) Jeffrey Vagle (Penn)
Nadia Heninger (Penn) Rita Powell (Penn) Christopher Yoo (Penn)

Ross Koppel (Penn) Jesse Walker (Intel)

This Project is supported by NSF CNS-1505799 and Intel-NSF Partnership for Cyber-Physical Systems
Security and Privacy. https://rtg.cis.upenn.edu/cps-security

- Agents encrypt information before sending to untrusted cloud
- Cloud computes optimal solution without learning the . bo: o

Approach:

- Model potential workarounds as hazards and apply risk analysis

sensitive data or the final solution la] pk D [6] pk = [a + b] pk

- Incorporate users’ mental models into model-based design of CPS




