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Establishing shared secret keys over 
wireless channels

Generating symmetric keys without “hints”: 
•  Previous PHY layer secret key generation algorithms 
relied on indices, salts etc. to be shared with TX node. 

Road to COTS devices:  
•  An implementation 
 on COTS devices  
◊  Intel 5300 chip 
◊  iwlwifi driver 

•  Interrupt-based sampling uses the internal timer to 
capture packets and minimizes hardware customization. 
•  A firmware update is necessary to introduce the new 
protocol to the chipset’s driver. 

•  Using a wireless channel 
emulator, we experimentally 
evaluated our new algorithm 
leveraging channel trends. 
•  The algorithm establishes 
symmetric keys without 
exchanging any initialization 
vectors, nonce, salts etc. 

Anomaly detection in DNS data from a 
major Internet Service Provider (ISP) 

• Motivations:
     ◇ Detecting volume anomalies in a large DNS 
dataset (4.6⇥ 1074.6⇥ 107 DNS queries over 23 minutes) using 
distributed PCA based anomaly detection algorithms

        ◇ Evaluated the tradeoff between comm. cost and 
solution quality of  the distributed algorithms

• Distributed PCA algorithm:
        ◇ Data is compressed locally, there is no need to 

send the whole local measurements

• Results:
       ◇ Distributed 

PCA methods have 
little quality 
degradation, yet 
achieve significant 
savings in comm. 
bandwidth

Experiment results

 On the performance overhead tradeoff of distributed principal component analysis via 
data partitioning 

Ni An and Steven Weber
Department of Electrical and Computer Engineering Drexel University, Philadelphia, Pennsylvania 19104

Anomaly detection
  •  Diagnose “unexpected” patterns that do not conform to “normal” patterns
•  Advantage: can detect unknown intrusions
•  Disadvantage: high false positive rate

Principal component analysis (PCA)
• An effective statistical network anomaly detection technique
• Traditional PCA algorithm: suffer from high communication and computational 

cost for high-dimensional data

PCA-based anomaly detection in a distributed system
• Reduce the communication cost
• Maintain high accuracy

Motivation
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Distributed system illustration

Centralized PCA-based anomaly detection
Singular value decomposition:

Normal subspace:
                                                            

                                                             V (k)V (k)|V (k)V (k)|

Detection:
• Squared norm of the residuals:

                                                        

                                           X̃ = X(I � V (k)V (k)|)X̃ = X(I � V (k)V (k)|)

X = U⌃V |

• Vertical partitioning

• Horizontal partitioning
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Distributed PCA algorithms

Dataset and evaluation metrics
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DNS query dataset:
• Contains DNS traffic from a 

large network over 23 minutes 
(1406 seconds)

Aggregation:
• Compute the histogram of the 

top frequently queried domain 
names in a time bin of 1 second

• Geodesic distance (GD): 
     • Measure the distance between two subspaces:

d(V (k), V̂ (k)) =
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✓2i

                 {✓i}{✓i} is the set of principal angles between two subspaces
• Normalized communication cost:
     • Horizontal partitioning case: 
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• At each local site: 
     • Perform SVD on local matrix 
     • Send the top r local singular 

values  ⌃
(r)
i⌃(r)
i and the corresponding 

right singular vectors V
(r)
iV
(r)
i  to the 

DFC
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 • At the DFC:
     • Concatenate the received local 

singular vectors and singular 
values:

     • Perform PCA on PP, and get the 
estimated global principal 
components V̂ (k)V̂ (k)

     • Send V̂ (k)V̂ (k)
 to local sites to 

perform PCA-based anomaly 
detection

Horizontal partitioning:
 (Balcan et al., 2014) 

Vertical partitioning:
(Kargupta et al., 2001)
• At each local site:
     • Perform SVD on local matrix XiXi

     • Send the top r right singular 
vectors V

(r)
iV
(r)
i  and local projections 

Pi = XiV
(r)
i

|
Pi = XiV

(r)
i

|
to the DFC

• At the DFC: 
     • Concatenate the local projections 

and form the projection matrix: 
P = [P1, ..., Ps]P = [P1, ..., Ps]

   •  Perform SVD on P and get the             
     top k right singular vectors denoted 
     as W (k)W (k)

     • Form a block diagonal matrix 
Q = diag{V (r)

i , ..., V (r)
s }Q = diag{V (r)

i , ..., V (r)
s } and find the 

approximated global principal 
components: V (k) = QW (k)V (k) = QW (k)

     • Perform PCA-based anomaly 
detection on the estimated global 
data matrix Xest = PQ|Xest = PQ|

Parameters:
• mm: the number of total samples 
• nn: the number of total features
• ss: the number of local sites (i.e. 

partitions)
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Accuracy of subspace estimation:
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Accuracy of anomaly detection:
 •  Evaluate the anomaly detection   
    accuracy of distributed PCA 
    algorithms
• Ground truth: the anomalies detected 

by centralized PCA-based approach 

r = 20 r = 30 r = 40
Ground truth
threshold

Hor. Ver. Hor. Ver. Hor. Ver.
1% 0.1401 0.0172 0.0180 0.0101 0.0014 0.0014
5% 0.1572 0.0921 0.0861 0.0569 0.0142 0.0284
10% 0.2055 0.1273 0.1020 0.0640 0.0356 0.0419

TABLE I: Equal error rates of the ROC curves in Fig. 6.

shows the false alarm rate (FAR) and the true positive rate
(TPR) respectively. As we send more information to the
DFC, the detection performance becomes better. Fig. 6a and
Fig. 6b show that it is enough to send only the top 20 local
PCs’ information in order to reach a good detection accuracy
with a very low FAR, and the corresponding normalized
communication costs are 0.0571 and 0.2809 for horizontal
partitioning and vertical partitioning respectively. This figure
indicates that we can achieve a large saving in communication
bandwidth, especially for the horizontal partitioning case, with
a extremely small loss of detection accuracy. Equal error rate
(ERR) is the rate at which the false positive rate and the FAR
are equal or have the minimum distance if equality cannot
be achieved. Lower ERR indicates better performance of a
classifier. Table I shows the ERR we computed based on the
ROC curves in Fig. 6. We can see from this table that when
r = 20 and 30, vertical partitioning outperforms horizontal
partitioning in that it has a lower ERR; however when r is large
(i.e., r = 40), horizontal partitioning performs slightly better
than vertical partitioning, which is very interesting. Since we
only experimented with s = 4 in this experiment, we need to
do more experiments for various choices of s before we can
reach a more general conclusion.

V. CONCLUSION

By evaluating the distance between the approximate prin-
cipal subspace of distributed PCA and the true principal sub-
space on a real DNS dataset, we analyzed the tradeoff between
communication cost and the accuracy of distributed PCA, and
the impact of the number of partitions on the communication
cost and accuracy. We have shown that distributed PCA algo-
rithms can significantly reduce the communication cost while
maintaining a high approximation accuracy. We also compared
the performance of horizontal partitioning distributed PCA
and vertical partitioning distributed PCA. For the dataset used
in this paper, the latter one does not have communication
bandwidth reduction as large as the former one. We also
applied distributed PCA algorithms on anomaly detection and
evaluated its detection performance. We have shown that with
a small sacrifice on the detection accuracy, we can largely
reduce the communication cost, especially for the horizontal
partitioning case, compared with the centralized PCA method.
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Fig 1. Horizontal partitioning with s=2 Fig 2. Vertical partitioning with s=2 

Fig 5. ROC curve of vertical partitioning 
when ground truth threshold is 10% 

Fig 3. Minimum normalized comm. cost 
for GD≤ d* 

Fig 4. Minimum r (i.e. local principal 
components sent to the DFC) for GD≤ d* 

• Distributed PCA algorithms can significantly reduce the communication cost 
while maintaining a high approximation accuracy, which increases as we 
increase the number of local principal components sent to the DFC

• Vertical partitioning requires more communication bandwidth than horizontal 
partitioning

• Distributed PCA algorithms achieve a large saving in communication 
bandwidth, especially for the horizontal partitioning case, with a extremely 
small loss of anomaly detection accuracy. 
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Adaptive Sampling and Statistical Inference 
for Anomaly Detection 

Key contributions�
◇ A new efficient strategy for online performance monitoring 

of data centers using adaptive-rate compressive sampling
◇ A new method for anomaly detection in computer systems 

with compressed measurements 
◇ A new, fast and distributed method of detecting anomalies in 

network traffic feature matrices
Results:
◇ Reconstructed data from 

adaptive-rate compressive 
sampling allows detection of 
abrupt changes and trends 
achieving 90% hit rate when 
the sample size is just 25%

◇ Hit rate achieved using the 
variance of the compressed 
samples: greater than 95% 
when the sample size is 
greater than 28% , 
substantially better than with 
random samples

Write data 

Variance in compressed data 

Random samples vs. compressed data 

Malware monitoring and classification in 
Keyspots Community Computing Centers

 

Development Goals 
Creation of an anomaly-based malware detector to detect new and obfus-
cated variants of malware that evade traditional detectors. 

Prototype Deployment and Evaluation 

 Prototype developed for Windows 7 /  8 / 2008 / 2012  

 Tested against more than 15,000 distinct malware samples in the lab 

 Tested against more than 100 days of data collected from production hosts  

 

KEYSPOT Partnership  
 A network of 80 public access computing sites 

throughout the City of Philadelphia 

 Managed by the Mayor’s Commission on Literacy 
in partnership with: 

 Drexel University 

 Office of Innovation and Technology (OIT) 

 Department of Parks and Recreation (PPR) 

 Prototype system will be deployed throughout 
Philadelphia in select KEYSPOT locations 

Feature Extractor 

Protected Production Host  Lab Model Development 

Threat Models 

Operating System Kernel 

Detector 

Classifier 

Raw system call traces 

T/P/H trace statistics 

Threat assessments 

New malware 
samples 

Feedback 
from clients 

Features 
 Monitors system call patterns that are 

difficult to obfuscate  

 Performs monitoring & detection at the 
thread, process, and host levels 

 Uses sequential and change-point detection 
techniques to provide rapid response to 
malware infection 

 Classifies detected threats based on their 
similarity to known threats 

 Uses techniques inspired by document 
classification  

• Features:
      ◇ System call traces of malware and benign processes
      ◇ Host-based anomaly detection
     ◇ Mimic the production environment on live hosts 

• Deployment and evaluation:
        ◇ Real-world scenario: anomaly detectors were 

deployed on various KEYSPOT locations of the 
Philadelphia Keyspots Community Computing centers
   ◇ Test against 125,000 malware processes, 76,000 
distinct malware samples

      ◇ Dataset time frame: more than 100 days

TTP: Medium Securing the Wireless 
Philadelphia Network
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