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Objective HW Security Architecture Verification

* Problem: Emerging applications and platforms » Security verification of a simple ARM TrustZone
require strong security assurance not possible today prototype using static information flow analysis
-No information leak among VMs in cloud computing (ASPLOS17)

- Integrity guarantee for safety-critical systems - Security can be compromised by bugs in

Implementations of hardware security mechanisms
(e.qg., TrustZone, SGX)

- ldea: verify SecVerilog code enforces TrustZone
access controls via information flow control

-Low overheads: 0% slowdown, 0.3% area, 3%
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* Objective: Co-design software and hardware with
comprehensive, verifiable information flow assurance

- All software-visible information flows in a system

Full-System Information Flows
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wize [7:0] (L) index; 5 * Lattice priority scheduling (HPCA'16) prevents
Mire (15:0] (mor(vem) ) oo ins insecure timing interference between threads
wire {Par (way) } write e; — . . . . . . .
-Insight: complete timing isolation Is expensive and
* Integrated HW/SW approach to whole-system often unnecessary; instead, constrain a subset of
security with information flows verified statically timing flows with lattice policy instead.
» Control information flow 1) within software 2) within -Result: 23% average speedup
hardware, and 3) between software and hardware B C
 Formal security assurance with static information E[
flow analysis at design time 1
A A
SecVerilog: Secure Typed HDL « Secure dynamic cache partitioning (DAC’16) allows
* Use a security type system for a Verilog Hardware more efficient sharing of cache between high- and
Description Language (HDL) to control hardware- low-security levels, without timing channel leakage
evel information flows -Result: 13% avg speedup over static partitioning
—Assgcnate security labels with h?‘r‘?ware IS|gnaIs * Quantifiable information flow control for memory
» At the HDL level, timing channels show up as explicit between security and performance
iInformation flows through FSM states - Result: control performance overhead from 16-43%
reg [18:0] {H} tagl[256]; if (write enable) begin OngOIng Work
LERED LIERA e SHReiSs; e T T * Label virtualization: Develop a new architecture
// Par(0) = T Par(l) = H 1: |tagl[index] = tag in; and a software-hardware interface to enable
wire {Par (way) } way; endcase - -
wire [18:0] {Par(way)}) tag in;| | end hardware-level enforcement of fine-grained software-

Security check

wire {Par(way)} wr en; end

level information-flow policies.

Security check in the type system guarantees: . i . i
- No explicit information flow from H to L Full-system prototype: RISC-V Rocket processor

- No unintended timing channels: when the label of an instruction is L, its based SYStem on an FF_)GA- Secure Chisel for static
execution time should only be affected by L hardware state Information flow analysis
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