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Challenges:

* Understand the tridirectional relationship among communication,

learning, and control of networked CPS Scientific Impact:
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T1: Predict Hybrid State and
Uncertainties with Shared Information
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Communication Control
T3: Quantify Formally the Benefits of

Communication on Safety Guarantee

* Uncertainty quantification for computer vision tasks Develop integrated communication, learning and control frameworks that are robust to system
» Safe and robust learning and control decisions with respect to the model uncertainties and improve the performance of embodied Al and networked CPS by
system model and state uncertainties rigorously guaranteeing on their safety, efficiency, robustness and security
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Broader Impact:

e Full-size CAVs (buses) and the testing ground under development at Uconn with industry partners and DOT
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* Opensource code and data; K-12 students and under representative students participate research, F1/10t racing car experiments
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