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|dea: Hybridize methods to address heterogeneity in transportation CPS

BROADER IMPACT
 Heterogeneity is fundamental to the design &
analysis of future transportation systems.

Source of heterogeneity

Examples

Diverse stakeholders
Geographical contexts
Rich objectives
Emerging technology

Pedestrian, car, truck; local, state, federal
Rural,urban; OECD, non-OECD

Climate, equity, safety, congestion
Connectivity, automation, electrification

CHALLENGES

+ Challenges stem from numerous parts of a generic solution framework: Existing solvers emit value function

Q. (s, a) but are often slow under

Training policies 7, often fragile new contexts

due to non-robustness of deep T (S) = arg gé?qx QC (S, Cl),

reinforcement learning c

c€EC

Action space A, often large due

State s often large due to dense
spatio-temporal constraints

Context space C often large due to

BACKGROUND

» Under heterogeneity, existing methods often fail,
either finding good solutions slowly (inefficient) or
not finding them at all (non-robust) [1, 2, 7].

* Hybridize to achieve the best of both worlds?

heterogeneity in transportation to the scale of transportation

RESULTS: Simple yet effective hybridization strategies, validated on challenging heterogeneous transportation CPS.

Strategy 1: Accelerate model-based solvers [3-5] Strategy 2: Robustify model-free learning [6-7]

Method class | Robustness | Efficiency Slow model-based solver Non-robust policy learning 1o (s, a|c)
Model-based v X .
Model-free X v QG(S; a) ~ ((s,a) Leverage solutions to related problems
Hybrid v? V? Fast inference m*(s,alc")forc’ = ¢
TECHNICAL APPROACH

/ VALIDATION ILLUSTRATIONS (APPLICATIONS)

Large VRPs (1000+ customers) [3] Advisory autonomy [7]

Warehouse MAPF [4] MILP [5]

* Use a Contextual Markov Decision Process (cMDP)
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« Aim: Design efficient & robust hybridized methods. | ¢ "3 & 7 # s

C: Inflow rate; lane length & count;

SCIENTIFIC IMPACT speed limit; phase lengths & count Cooperative eco-driving [6] ,E
. . . . 7 I ) ‘ Hold duration
 Address increasing system complexity in CPS. — K\ — H = (e 10500, 2056
oacl =l I
* Bridge gap between model-based & model-free e p— e (LTI TT] :
7‘Mg A: Neighborhoods |4] ~ 100 A: Separators |A] ~ 217, |A| ~ 20; A: Longitudinal acceleration
methOdS. leading guided vehicle following human-driven vehicles C: Floor map (incl. size, # of agents)  C: MILP classes (Ex. bin packing, facility location, C: Advisory duration (0.1-40s);
MIPLIB, load balancing); Q: Branch-and-cut Traffic network
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