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Motivation: Resilient CPS

Attributes
1 Functional correctness by design
2 Robustness to reliability failures (faults)
3 Survivability against security failures (attacks)

Tools [Traditionally disjoint]
Resilient Control (RC) over sensor-actuator networks
Economic Incentives (EI) to influence strategic interaction of
individuals within systemic societal institutions

CPS integrated with human decision makers [Tightly coupled RC & EI]
Spatio-temporal and hybrid dynamics
Large number of strategic interactions with network interdependencies
Inherent uncertainties, both public and private
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Towards a theory of Resilient CPS

Resilient Control (RC)
Threat assessment & detection
Fault-tolerant networked control
Real-time / predictive response
Fundamental limits of defenses

Economic Incentives (EI)
Incentive Theory for resilience
Mechanisms to align Nash
allocations with socially optima
Interdependent risk assessment
Insurance & risk redistribution

Sensor Actuator

Network 

Physical Infrastructures

Buildings

Transportation
Water & Gas

Electric Power

Detection and Regulation

Control Network

Diagnosis, Response, and Reconfiguration

Reliability and Security Risk Management

Attacks Defenses Faults

Internet

Functional layers: Regulatory,
Supervisory, Management levels
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EI-aware RC design
Attack model

Learn CPS parameters
Unauthorized access
DoS / Deception
Max damage / gain
yet evade detection

RC design problem
Max performance subject to

Security levels &
control modalities
CPS dynamics
Safety constraints
Attack / fault
hypotheses

A"ack&
strategies&

Untrustworthy&data&
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malicious&insiders)&

&sensors&

A"ack&&&fault&&
diagnosis&
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Faults&
(random&events,&
sensor>actuator&failures&&

Control&(known&inputs)&

Security&&&
reliability&&
scenarios&

Comm.&Net.&
Transport/Electric&Net.&

Classical&robust&/&&
fault>tolerant&

control&&

EI>constrained&security&levels&and&control&modaliIes&

Resilient&
control&
acIons&

&Security&levels&&

Control&modaliIes&&

RC with insecure and unreliable cyber (ICT) components
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RC-aware EI design
EI for CPS security & reliability

Network externalities
Mechanisms design: implement in
NE/BNE the social welfare
maximizing correspondences
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Fig. 1. Objectives:2−player game (top) & social planner (bottom).
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Fig. 2. Equilibria & social optima for the case of increasing incentives.

B. Decreasing incentives
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Fig. 3. Equilibria & social optima for the case of decreasing incentives.

C. Penalties for insecure players

In both increasing and decreasing incentive cases for the
2−player games of Sections III-A and III-B, the individual
and socially optimal security choices differ for a range of se-
curity costs. From Figs. 2 and 3, we observe that players tend
to under-invest in security relative to the social planner.This
reflects the presence of negative externalities. We suggest
an instrument (penalty) to alter individually optimal security
choices and make them coincide with the socially optimum
ones. LetF denote the penalty imposed on the players
who do not invest in security. In the game with penalties,
whenPi choosesS (resp.N ), the cost ofP − i when he
choosesN is J∗

II({N ,S}) + F (resp.J∗
II({N ,N}) + F ).

We now show that a range of penalties can be computed
such that the individually optimum choices in the game with
penalties coincide with the social optimum ones.

With (14) imposed, the individual and socially optimal
choices coincide if the penaltiesF1 for the corresponding
game satisfy:
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C. Penalties for insecure players

In both increasing and decreasing incentive cases for the
2−player games of Sections III-A and III-B, the individual
and socially optimal security choices differ for a range of se-
curity costs. From Figs. 2 and 3, we observe that players tend
to under-invest in security relative to the social planner.This
reflects the presence of negative externalities. We suggest
an instrument (penalty) to alter individually optimal security
choices and make them coincide with the socially optimum
ones. LetF denote the penalty imposed on the players
who do not invest in security. In the game with penalties,
whenPi choosesS (resp.N ), the cost ofP − i when he
choosesN is J∗

II({N ,S}) + F (resp.J∗
II({N ,N}) + F ).

We now show that a range of penalties can be computed
such that the individually optimum choices in the game with
penalties coincide with the social optimum ones.

With (14) imposed, the individual and socially optimal
choices coincide if the penaltiesF1 for the corresponding
game satisfy:
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Decreasing incentives
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RC+EI: Multi-layer integrated design
Network Games: externalities, investment incentives, residual risk

Players: Attacker(s), Defenders (CPS owners / Government)
Failure models: Random, Strategic, Correlated, Byzantine
Network topologies: Transportation, Electricity T&D, Buildings

Stochastic Control: learning, minimax control, performance benchmark
Players: Regulators, System operators, CPS managers
Public uncertainties: Joint distribution of reliability failures (natural
events) and security failures (strategic network attacks)
Control design: Anomaly / intrusion detection, Safety-preserving
(switching) control, Supervisory response (reconfiguration / rerouting)

Incentive theory: Mechanism design, mean-field games (static & dynamic)
Players: Distributors, Large population of travelers / consumers
Private uncertainties: Individual utilities, asymmetric information
Mechanisms: Public good provision, Demand response / Pricing
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Validation approach
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CPS control-security co-experimentation & co-design

Co-experimentation
{Security*Levels}*(EI)**
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Electricity Transmission and Distribution (T&D)
Wide-area control & Demand response (DR)

Data: NASPInet (PMUs), NESCOR, IEC
& IEEE models, power system simulators
RC tools: distributed load control, load
aggregation (mean-field), balancing (esp.
renewables), PHEV charging
EI tools: DR pricing schemes, T&D
regulation, ↓ (non-)technical losses

Distribution 
utilities 

Regulatory 
agency 

Consumers 

Asymmetric*
Informa0on*

Regulated electricity distribution

Load control 

• Competing objectives: 
– Local control objective, e.g., 

• Maintain temperature close to 
setpoint. 

• Deliver required charge to 
PEV by specified time. 

– System service, e.g., 
• Balance renewable generation 

output. 

• Load control strategies 
must be consistent with 
the legacy system 
operating philosophy. 

• Centralized control of 
large numbers of loads is 
impractical. 

6/29 

Distributed load control
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Smart meters and utility networks
Building energy management & DR incentives

Data: Utility pricing, building operations
and loads, consumption patterns
RC tools: Data fusion, model estimation,
integrating occupancy, price, & weather
predictions, model-predictive control
EI tools: Residential DR, AMI security &
privacy, ↓ electricity theft/non-payment

BRITE testbed at UCB
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Attacks to AMIs
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Road Traffic Operations
Mobile Millennium System

Industry grade platform
60 million data points/day
Tools: Data fusion & consistency,
privacy preserving sampling,
nowcast, routing, operational
control, traveler incentive design
Real security & reliability scenarios

Traffic data sources

consistent( consistent(inconsistent( inconsistent(

(sensor(1( (sensor(2( (sensor(3( (sensor(4(

Diagnostics and intrusion detection for traffic information systems
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Air Traffic Operations
National Airspace System

Data: Airport operations, aircraft
trajectories, aviation weather
Airport: Algorithms for ATC choice
modeling, scheduling, congestion
control, and resource re-allocation
Airspace: Methods for surveillance
(conformance monitoring, threat
detection), sectorization, re-routing
NextGen security & reliability

GPS receiver determine their position once every second (1
Hz). This position information is inserted into the 56-bit ADS
message field of the long squitter. The information of ADS-B
such as the type of aircraft, flight number, position, speed, and
intent, is updated several times a second and broadcast from
the aircraft on a discrete frequency as an extended squitter. The
basic position-velocity information is broadcast as follows.
Position and velocity messages are transmitted at a rate of
2 messages per second. Note that this system uses separate
broadcast messages to convey aircraft position and aircraft
velocity information. Aircraft identity is transmitted once per
5 seconds. Because an aircraft’s identifier is fixed for the
duration of a flight, the identifier is provided in a separate
format only once every 5 seconds.

III. RELATED WORK
A number of different organizations estimate the perfor-

mance of Mode-S ES by applying different tools. Analysis
tools to validate the performance of Mode-S ES are as follows:
real test measurement, simulation, and analytical models. We
summarize the performance analysis efforts of ADS-B by
different organizations.

Previous field measurements have presented the interro-
gation and reply rates by 1090 MHz receivers [10], [11].
MIT Lincoln Laboratory provides a quantitative assessment
of the existing interference environment at 1090 MHz and
the surveillance performance of Mode-S ES in the Los An-
geles Basin [12]. A wide range of scenarios is captured to
measure the airborne and ground-based reception of Mode-
S ES emitted by aircraft. Air-to-air ranges of greater than
100 NM are routinely observed. FAA and EUROCONTROL
take measurements of the overall 1090 interference rate from
Dublin, Ireland, to Frankfurt, Germany [9]. Mode-A, C reply
rates as high as 40000 per second above −90 dBm are
measured. It is also shown that the interrogation rates outside
of the terminal areas are relatively low.

The performance of Mode-S ES physical layer is evalu-
ated by two simulation tools that have been developed by
MIT Lincoln Laboratory [9]. The first tool is a pulse-level
simulation, whose output gives the probability of correct
reception of an extended squitter signal as a function of signal
power. The second tool is a track-level simulation, whose
input is the per-squitter reception probability from the pulse-
level simulation, and whose output gives the performance over
a time period such as 12 seconds. When applied to long-
range air-to-air surveillance, this simulation can determine the
maximum range at which 95% or more of the targets are being
received sufficiently reliably to be in track as required by the
ADS-B MASPS [3]. The co-channel interference from SSR
and TCAS is not considered.

EUROCONTROL [13] uses the Constant Interrogation Rate
(CIR) model originally developed by Helios Technology [14].
The CIR model assumes a constant interrogation versus al-
titude profile that is applicable to all aircraft in the scenario.
The profile is selected so that CIR in the stressful environment
scenario matches the trial measurements. A log of 1090 MHz
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Fig. 1: Diagram of air traffic system simulation.
transmissions is generated on the basis of this profile for each
aircraft, taking into account its transmit power, cable losses,
and antenna gain [15]. Monte Carlo techniques are used to
determine the effective track update period distribution per
target and per distance from the receiver.

The analytic assessment of the expected capability of Mode-
S ES in future operational environments involves cascaded
use of a series of different models [16]. Received signal
levels reflect the effects of both free space path loss and
channel variations. The desired extended squitter message
competes with co-channel interference defined by the air traffic
distribution surrounding the receiver and co-channel transmit
rates of these aircraft. Parametric fits to available bench data
provide the decoder and receiver sensitivity models. Overall
link performance is represented by the variation in probability
of correct extended squitter message decode as a function of
separation range for specified percentages of the traffic load.

The interference level from SSR depends not only on the
flight altitude, but also on various parameters such as the
flight path, air traffic scenarios, ground surveillance systems,
and aircraft equipment. However, the interference models [13],
[16] are hard to generalize because the parametric fit of the
interference profile requires calibration by comparing with
measurements for different scenarios. The real measurement
is expensive and location specific. Furthermore, none of these
studies considers realistic air traffic models and ground surveil-
lance systems. Plan views of traffic distributions around high-
activity areas are assumed to have Gaussian features in orthog-
onal directions [13], [16]. However, this assumption does not
hold for general scenarios as we will discuss in Section IV.
If more complex features (non-Gaussian) are modeled, the
approaches [13], [16] become increasingly difficult to obtain
an analytical solution. In addition, aircraft movement effects
are not properly taken into account, e.g., the aircraft remain
static in the duration of the simulation run. It is critical to
consider realistic flight paths and ground surveillance systems
because received signal levels reflect the effects of both path
loss and variations due to air-to-ground and air-to-air antenna
gain differences associated with relative aircraft orientation.

IV. SYSTEM MODEL
Our system model simulates a flight through a modeled

airspace and measures statistics on the results. The process

38

Air traffic system simulation

Increasing distance from airport

Centralized 
Control

Centralized 
Communication

Decentralized 
Control

Handover Distributed 
Communication

Decentralized
ControlAirport

Varying degrees of EI+RC integration for air traffic control and comm. systems
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Integration among individual researchers
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Choice of Projects and Coordination

Monthly Coordination Telcons:
RC + EI integration for power systems (GS and IM), visitor Catherine
Rosenberg (Waterloo), air transportation Systems (HB) so far
Game Theory advances (SA) so far
CPS VO and inter-agency coordination (XK, JS, SS)

Exchange of Students and Research Staff
Student of HB from MIT have spent time at Berkeley
GS has spent time at MIT with AO and SA

HiCONS and RCSS Conferences
LR and Linda Bushnell (Washington) co-PC chairs for HiCONS, CPS
Week, Philadelphia 2013, XK for 2014?
LR will host RCSS in August 2013 in San Francisco

Industry Coordination
JS and SS will work with industry partners (UTRC, Honeywell, GE)
to develop FORCES industrial advisory board.
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