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dynamic Bayesian game without
common knowledge prior

* Interactions are differential games w/

* Enable accurate intent inference and
incomplete-information b b

effective signaling during multi-agent

* Computing perfect Bayesian equilibrium interactions

(PBE) in real time in computationally
expensive

* Enable safe and robust interaction via
long-term adaptation of social value
orientation, common belief, and
solution concepts

* Application in real-world requires
building efficient multi-modal system for
the edge-device

Solution \%O\J&/,& Broader Impact

¢ Collaboration with Institute of

* Real-time equilibrium searching via , L - .
learning of motion and belief dynamics /:/—/ﬁﬂ ‘Qi / Automated Mobility/Intel (ongoing)
through traffic data and game theory = T e ‘\ * 2 REU interns on conf. papers and

* Detector-free and end-to-end Vision — = Y% honor thesis (ongoing)

Transformer based one-stage \ <\ * Interdisciplinary course on
multi-modal model Berkeley INTERACTION dataset human-robot interaction (in plan)
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Ongoing work 1: Intent inference & motion plannmg V|a equmbrlum

apprOX|mat|on for incomplete-information games

Contributions to Intent Inference

* Inference via bounded rationality, Bayesian m , m y
. _— o man ( man (|
belief update & equilibrial Hamiltonian — ——

approximation *

* Hamiltonian incorporates belief uncertainty,
Empathetic auto-car: acknowledge Non-empathetic: assume fellows have full

approximated via learning of co-state dynamics * fellows’ uncertainty about ego’s intent knowledge about ego’s intent
S o
Contributions to Interaction g g
* Empathy improves inference accuracy, especially 5 5
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when agents have biased prior beliefs !

* Rational courtesy is enabled via empathetic

e =

intent inference %3
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Ongoing work 2: Intermittent Intent inférence via Reinforcement Learning

Ongoing work 3: Building Efficient Multi-modal Systemt

Intermittent Intent Inference Case Study 1 (Emp, Int, Non-Emp)
. . . . . Frame: 15 Lack of Courtesy: 0.0238 Frame: 15 Lack of Courtesy: 0.0040
* Insight: Computing intent inference online and at o = i g
. . . . —=- intermittent
every timestep is computationally expensiveand | non-empathetic | 1| ~2°°
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* Influenced by human, RL based intermittent intent A 100
. A
inference framework! _ oo N\,
ty [ d2
* The framework IS able to perform Safe Mmaneuvers Empathetic AV decelerates in the beginning Non-Empathetic AV maintains a constant velocity Reward Graph for three intent inference
. . 1 o create more courteous motion leading to closer distance between vehicles case
without computational load 1 @uiric
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Efficient Multi-model System

* Develop an efficient multi-modal system that

connects the inputs from Vision and Language, and is e
Pred. Concept: [wine, motorcycle, stand, bar, shelf, blue ..]
not rella nt on any Object detector SO is end_to_end Pred. Caption: A motorcycle parked in front of a bunch of bottles of wine.
trainable?
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