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𝑖 ),
𝑖 = (𝐴), (𝐷)
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• 𝜇𝑡
𝑖 𝐶𝑡 , 𝑃𝑡

𝑖 : agent 𝑖’s belief on (Xt, 𝑃𝑡
−𝑖) , 𝑖 = 𝐴 , 𝐷

,( ො𝑔1:𝑇
(𝐴)

, ො𝑔1:𝑇
(𝐷)

): prediction about agents’ strategies
• =

• Sequential rationality (Nash idea)

ො𝑔𝑡:𝑇
𝑖 ∈ 𝑎𝑟𝑔𝑚𝑎𝑥

𝑔𝑡:𝑇
𝑖 𝔼

μ𝑡
𝑖

ො𝑔𝑡:𝑇
−𝑖 ,𝑔𝑡:𝑇

𝑖

ቮ

𝜏=𝑡

𝑇

𝑢𝜏
𝑖 𝑋𝑡 , 𝐴𝑡 𝐶𝑡 , 𝑃𝑡

𝑖 ,

∀𝑡, 𝐶𝑡 , 𝑃𝑡
𝑖, i=(A),(D)

• Consistency 

• On-equilibrium: 𝜇𝑡
𝑖 = P(𝑋𝑡 , 𝑃𝑡

−𝑖|𝐶𝑡 , 𝑃𝑡
𝑖 , ො𝑔1:𝑡−1

(𝐴)
, Ƹ𝑔1:𝑡−1

(𝐷)
), i=(A), (D)

Assessment 

( ො𝑔1:𝑇
𝑖 , 𝜇1:𝑇

𝑖 ),
𝑖 = (𝐴), (𝐷)
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• 𝜇𝑡
𝑖 𝐶𝑡 , 𝑃𝑡

𝑖 : agent 𝑖’s belief on (Xt, 𝑃𝑡
−𝑖) , 𝑖 = 𝐴 , (𝐷),

( ො𝑔1:𝑇
(𝐴)

, ො𝑔1:𝑇
(𝐷)

): prediction about agents’ strategies

• Sequential rationality (Nash idea)

ො𝑔𝑡:𝑇
𝑖 ∈ 𝑎𝑟𝑔𝑚𝑎𝑥

𝑔𝑡:𝑇
𝑖 𝔼

μ𝑡
𝑖

ො𝑔𝑡:𝑇
−𝑖 ,𝑔𝑡:𝑇

𝑖

ቮ

𝜏=𝑡

𝑇

𝑢𝜏
𝑖 𝑋𝑡 , 𝐴𝑡 𝐶𝑡 , 𝑃𝑡

𝑖 ,

∀𝑡, 𝐶𝑡 , 𝑃𝑡
𝑖, i=(A), (D)

• Consistency 

• On-equilibrium: 𝜇𝑡
𝑖 = P(𝑋𝑡 , 𝑃𝑡

−𝑖|𝐶𝑡, 𝑃𝑡
𝑖 , ො𝑔1:𝑡−1

(𝐴)
, ො𝑔1:𝑡−1

(𝐷)
), i=(A), (D)

• Off-equilibrium: 𝜇𝑡
𝑖 must comply with ො𝑔1:𝑡−1

(𝐴)
, ො𝑔1:𝑡−1

(𝐷)
via Bayes’ rule 

whenever possible

Assessment 

( ො𝑔1:𝑇
𝑖 , 𝜇1:𝑇

𝑖 ),
𝑖 = (𝐴), (𝐷)
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Adopted Equilibrium Concept – Perfect Bayesian 
Equilibrium

1/23/2017

• Definition. An assessment ( ො𝑔1:𝑇
(𝐴)

, ො𝑔1:𝑇
(𝐷)

, 𝜇1:𝑇
(𝐴)

, 𝜇1:𝑇
(𝐷)

) is a Perfect 
Bayesian equilibrium (PBE) if it is sequentially rational and 
consistent.
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Adopted Equilibrium Concept – Perfect Bayesian 
Equilibrium
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Key difficulties of determining a PBE

• Assessment ( ො𝑔1:T
(A)

, ො𝑔1:T
(D)

, 𝜇1:𝑇
(𝐴)

, 𝜇1:𝑇
(𝐷)

) must satisfy sequential 
rationality and consistency along equilibrium and off-
equilibrium paths.

( ො𝑔1:𝑇
(𝐴)

, ො𝑔1:𝑇
(𝐷)

)                                 (𝜇1:𝑇
(𝐴)

, 𝜇1:𝑇
(𝐷)

)
Consistency

Sequential 
Rationality
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Adopted Equilibrium Concept – Perfect Bayesian 
Equilibrium

1/23/2017

Key difficulties of determining a PBE

• Assessment ( ො𝑔1:T
(A)

, ො𝑔1:T
(D)

, 𝜇1:𝑇
(𝐴)

, 𝜇1:𝑇
(𝐷)

) must satisfy sequential 
rationality and consistency along equilibrium and off-
equilibrium paths.

( ො𝑔1:𝑇
(𝐴)

, ො𝑔1:𝑇
(𝐷)

)                                 (𝜇1:𝑇
(𝐴)

, 𝜇1:𝑇
(𝐷)

)

• Growing complexity of Agent 𝑖’s strategy 𝑔𝑡
𝑖 𝐶𝑡 , 𝑃𝑡

𝑖 with 

increasing t (and thus, its prediction  ො𝑔𝑡
𝑖(𝐶𝑡 , 𝑃𝑡

𝑖)).

Consistency

Sequential 
Rationality
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• Two classes/categories of SDGAS

• (C1): underlying system is dynamic

• (C2): underlying system is static

• Problems in (C1) arise in engineering (e.g. CPS)

• Problems in (C2) arise primarily in economics

• Will concentrate in  non-zero sum games in (C1)

• Briefly review (C2), and zero-sum games in (C1)

• Consider N-agent games

State-of-the-art in SDGAS

1/23/2017
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• Problems in (C1)

• We assume that at each time t

• All agents have some common information 𝐶𝑡 that is nested over time

• Each agent i has some private information 𝑃𝑡
𝑖

• Common-information-based (CIB) approach to SDGAS

State-of-the-art in SDGAS

1/23/2017
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• CIB approach – Key ideas
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• Show Π𝑡 , 𝑙(𝑃𝑡
𝑖) is an information state for agent i

• 𝑙(𝑃𝑡
𝑖) subset of 𝑃𝑡

𝑖 (𝑙(.) problem-dependent)

• Π𝑡, 𝑙(𝑃𝑡
𝑖) has fixed domain

• Consider CIB strategies 𝜎𝑡
𝑖(Π𝑡 , 𝑙(𝑃𝑡

𝑖)); 
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• CIB approach – Key ideas

• At each t form CIB belief Π𝑡 𝐶𝑡 of (𝑋𝑡 , 𝑃𝑡
1 , 𝑃𝑡

2, … , 𝑃𝑡
𝑁)

• Π𝑡 is common knowledge among all agents

• Π𝑡+1 = 𝑓 Π𝑡, 𝐶𝑡+1\𝐶𝑡

• Show Π𝑡 , 𝑙(𝑃𝑡
𝑖) is an information state for agent i

• 𝑙(𝑃𝑡
𝑖) subset of 𝑃𝑡

𝑖 (𝑙(.) problem-dependent)

• Π𝑡, 𝑙(𝑃𝑡
𝑖) has fixed domain

• Consider CIB strategies 𝜎𝑡
𝑖(Π𝑡 , 𝑙(𝑃𝑡

𝑖)); 

• Consider CIB assessments ො𝜎1:𝑇
1:𝑁, Π1:𝑇 , 

• ො𝜎1:𝑇
1:𝑁:=( ො𝜎1

1, … , ො𝜎𝑇
1 , … , ො𝜎1

𝑁, … , ො𝜎𝑇
𝑁), Π1:𝑇:= (Π1,…, Π𝑇 )
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CIB Approach-Key Ideas

• Show that CIB assessments ො𝜎1:𝑇
1:𝑁, Π1:𝑇 are rich enough to capture a 

PBE

• Define CIB-PBE

• A CIB assessment ො𝜎1:𝑇
1:𝑁, Π1:𝑇 is a CIB-PBE if it is sequentially rational and 

consistent 

• Use CIB-PBE to provide a sequential decomposition of the T-horizon 
SDGAS into a sequence of T-static games.

• Exponential (in time) reduction of complexity

• Prove existence of CIB-PBE 

Our Contribution: The Common Information 
Approach

1/23/2017
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