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Obj 1: Learning to Assist from Raw Sensory Observations

Robot need not only operate from raw data but do so in a dynamic way to be safe
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Obj 1: Learning to Assist from Raw Sensory Observations

More efficient RL algorithms from pixels
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Obj 2: Simulation for Learning Assistance

Sim2Real Transfer from “Assistive Gym” — our physics simulation framework
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Obj 3: Customizable Robotic Assistance

Learning Rewards for Robot’s Policy from Human Preferences

reward: -0.2547069890183723

Preference variations in Feeding ltch Scratching Assistance



Thank you! (reach out: dpathak@cs.cmu.edu)
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