
Resilient Monitoring and Control 
of Distributed Cyber-Physical 

Systems
Xenofon Koutsoukos

Waseem Abbas, Sajal Bhatia, Anirban Bhattacharjee, Arul Moondra, Aron Laszka, Goncalo Martins

Gabor Karsai, Janos Sztipanovits, Yevgeniy Vorobeychic

Vanderbilt University/ISIS



Page 2

Overview

 Threat Modeling for CPS Security

 Performance Impact of Authentication in Time-Triggered 

Networked Control Systems

 Resilient Consensus Protocols with Trusted Nodes

 Resilient Observation Selection

 Conclusions

2



Page 3

Overview

 Threat Modeling for CPS Security

 Performance Impact of Authentication in Time-Triggered 

Networked Control Systems

 Resilient Consensus Protocols with Trusted Nodes

 Resilient Observation Selection

 Conclusions

3



Page 4

• CPS Threat Analysis Tool based on GME

• Extended STRIDE Methodology

• Security and resilience mechanisms

• C2WT Simulation Integration Framework

Threat Modeling for CPS Security
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STRIDE

• Technology Summary• Threat • Mitigation
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Threat Modeling for CPS Security

 Address Threats

Mitigation Strategies:

• Do nothing 
(for example, hoping for the best or not applicable)

• Inform about the risk 
(for example, warning user population about the risk)

• Mitigate the risk 
(for example, by putting countermeasures in place)

• Accept the risk 
(for example, after evaluating the impact of the exploitation)

• Transfer the risk 
(for example, through contractual agreements and insurance)

• Terminate the risk 
(for example, shutdown, turn-off, unplug or decommission the asset)
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Case Study: eRTM – Railway Monitoring

 Battery powered temperature 
measuring modules are 
connected via wireless

 The communication is organized 
via repeater and gateway units

 The gateway units collect the 
data of the network and transmit 
to the central processing server

 Monitoring data records are 
accessed by browser and 
smartphone applications

 Alarm messages are sent to 
specified clients according to 
temperature limit settings

 Monitoring rail temperature distribution

 Prediction of buckling

 Measurement-based control of speed limits

 Measurement-based control of switch 
heating 
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eRTM – System Architecture

System under consideration – CPS section of eRTM (excluding the IP network part)
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Meta-Model and eRTM Model

Threat
Features

Double
Click
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Threat Modeling and Reporting



Page 11

Summary and Future Work

 Threat modeling for CPS security

 Modeling language based on STRIDE

 Threats analysis & report generation (under development)

 Track threats visually in the model (under development)

 Future work

 Modeling of security and resilience mechanisms for 
addressing threats

 Secure information flow policies

 Integration with simulation tools for evaluation and validation
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Performance Evaluation of HMAC in Time-
Triggered Ethernet

 The overhead time 
introduced by the kernel 
module implementing 
HMAC reduces the 
effective number of 
frames per hyper-period 
(HP)

 There is a small impact on 
the maximum number of 
frames per HP by 
increasing the packet size 
from 60 to 80 bytes (tag)

 Experimental results are 
consistent with the 
theoretical analysis
 Overhead time spent by the 

kernel module to transmit 
data to the physical medium 
is not considered by the 
theoretical analysis

[Martins et al., ISRCS 2014, Best Paper Award] 
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Scalability Analysis

• What to do if the application requires more nodes ?

• Solutions:

• Get a switch that has enough ports for 
the required number of nodes;

• Connect additional switches in a cascade topology;

Impractical

Analyze the implications
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Scalability Analysis

• HMAC can be implemented with no impact on NFmax and on the
number of end nodes that can transmit in the same TDMA frame;

• However, after adding the 3rd switch the number of nodes that can
be connected to the switch is bigger than the actual number of messages
that can be transmitted per BP;

• Connect additional switches in a cascade topology

• Guard period added, to the TDMA frame, per each additional switch
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Wireless Time Triggered Networks

 Mesh Network
 Nodes connected in Ad Hoc mode using 

WiFi 802.11g  at 54 Mbps

 TTA Wireless Implementation
 Each node has a unique identifier (ID)

 The node with ID = 0 is the Master

 All packets are broadcast

 Master node sends the sync beacon every 
10 ms (BP)

 The TDMA schedule is defined off line

 Remaining nodes adjust their clocks upon 
receiving the sync beacon and send the 
respective packet at their designated slot
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Overhead of HMAC Tag

BP = 10 ms

No Guard Period

BP = 10 ms

Guard Period = 0.2 ms
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Hardware Platform: Trimslice

 Dual Core ARM Cortex-A9

 Linux kernel 3.1.10-14.r16.02

 Crypto library

Average Execution 
time: 
(SHA-1) 12 us
(SHA-2) 16 us
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Propagation Time Measurements

Negligible
Time (1us)
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Impact on System Performance

 Decrease of the number of frames: NFmax

 Theoretical values do not include the send function time;

 External Factors: Electrical interference, other wireless networks;

 In reality the WiFi throughput is less than 54 Mbps; typically mid-20 
Mbps



Page 21

Conclusions

 The overhead time introduced by the kernel module 
implementing HMAC reduces the effective number of 
frames per base-period (BP)

 Wireless Time Triggered Networks
 There is a significant impact on the maximum number of frames per 

BP between the theoretical and practical values;

 WiFi throughput and external factors are nondeterministic 

 There is no impact by increasing the packet size from 60 to 80 bytes 
(tag)
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Consensus
(All nodes behave normally)

No Consensus
(Malicious nodes)

Agents agree upon at a common value even in the presence of some malicious

nodes or adversaries.

Resilient Consensus

Resilient Distributed Consensus
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Resilient Consensus
(Various approaches to resilience)

Connectivity 

of underlying graph

Node’s capabilities

(security levels)

Trusted nodes

Some nodes might be 

more secured against 

adversarial attacks.

• Highly secure

• Very unlikely to be compromised

Add few trusted nodes in the network

Key idea

• Can we relax connectivity based conditions for 

resilient consensus?

• By how much can we improve network resilience 

by adding few trusted nodes? 

Questions

Resilient Consensus with Trusted Nodes
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Resilient Consensus Protocol with Trusted Nodes

Under RCP-T, consensus is always achieved in the presence of arbitrary number of 
adversaries iff there exists a set of trusted nodes that form a connected dominating set.

Under RCP-T
• Any number of attacks can be handled
• Sparse networks can be made resilient

Dominating Set: Connected Dominating Set:

Nodes in the dominating set induce a 
connected subgraph

[Abbas et al., ISRCS 2014] 
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Connected Domination Number

=   Connected domination number

• Widely studied in graph theory,  sensor networks (backbone)

• If the number of trusted nodes is at least      , the network can be 

made resilient against any number of attacks. 

Question

By how much can we improve the resilience of networks if

No. of trusted nodes    <   

Observation

Interestingly,  sometimes adding as many as                 trusted nodes does 

not improve the resilience.

Graph Domination and Resilience
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Example

(2,2)-robust
Resilient against a single attack 

(with no trusted nodes)

Resilient against any

number of  attacks

(with 4 trusted nodes)

=  4

Observation

With any three trusted nodes,  the graph is not resilient against two adversaries

Attacked nodes  {3,8}

Trusted nodes {5,12,14}

Graph Domination and Resilience
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Erdos-Renyi (ER) Graphs

Gn,p : n is the total no. of nodes

p is the probability of the existence of an edge between a pair of nodes.

No trusted node: Consensus is achieved

Trusted nodes: Consensus is achieved for anyConn. dominating set

Let Fl be the maximum no. of malicious nodes that can be present in the neighborhood of any node.

Example:

• For an ER graph with n=200,  and p=0.2, 

consensus is achieved if Fl ≤ 11 and no 

trusted node. 

• However, consensus is achieved for any Fl

whenever 5% of the nodes are trusted.



Page 29

Preferential Attachment (PA) Graphs

A new node is connected to m existing nodes with probability proportional to their degrees.

Let Fl be the maximum no. of malicious nodes that can be present in the neighborhood of any node.

No trusted node: Consensus is achieved

Trusted nodes: Consensus is achieved for anyConn. dominating set

Example:

• For a PA graph with m=5, consensus is 

achieved if Fl ≤ 2 and no trusted node. 

• However, consensus is achieved for any Fl

whenever 10% of the nodes are trusted.
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Resilient Fault Diagnosis in Flow 
Networks

hypothesis ha

Distributed Hypothesis Testing 
Using Belief Consensus

p(ha | Z) = ap(ha ) p(z(i) | ha )
i=1

n

Õ

x(t+1) = (I -eL)x(t), xi(0) = log(p(z(i) |ha )

• Sensors may be compromised

• The system can be made 
more resilient using additional 
sensors

• Distributed hypothesis testing 
can be performed using 
resilient consensus algorithms

• What is the optimal sensor 
network design?

• What are the dependencies 
on the system model?
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Short Term Forecasting using 
Gaussian processes

• Large area to be 
monitored

• Only a limited number of 
sensors can be placed

• Where to place the 
sensors?

Y

V = {X1, … , XM} set of possible sensor locations

predictor variable

min
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• Observation Selection

min
S ÌV : |S |=N

max
AÌS : |A|=K

s
Y |(S \A )
2

• An attacker may try to disable some 
of the sensors

• Sensor placement has to be 
resilient to such attacks

[Aron Lazska] 
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