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Scientific Impact:
v Develop effective attacking 

strategies by analyzing 
modeling interpretation.

v Explore defensive strategies 
to improve the robustness of  
ML models.

v Deal with heterogeneous, 
large-scale, and relational 
dataset.

Solution:
v Investigated a training-free 

trojan attack framework [1].

v Designed a linguistic-model 
guided fuzzing too [2].

v Proposed an active learning 
framework for deepfake 
detection [3].

Motivation & Objectives:
v AI models are vulnerable to 

adversaries attacking.

v Developing an adversarial 
learning framework that 
leverages interpretability of  
ML models and results to 
both identify and mitigate the 
risks of  adversarial attacks.
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Adversarial Learning via Modeling Interpretation

Social Impact:
v Reveals the severe security 

problem widely existing in 
various AI models.

v Encourages the community 
to put more effort into 
promoting the robustness 
of  AI models.
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