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We introduce a novel information exposure 
detection framework and application that 
generates and analyzes users’ web footprints. 
Then given a user’s level of information 
exposure, we make recommendations about 
which attributes to remove from her public 
profiles to reduce the overall inference potential. 



Approaches 
Public Information Exposure Detection 
Our work has introduced probabilistic 
operators,  free text attribute extraction 
methods, and a population-based inference 
engine that uses site level statistics to 
improve inference to generate the web 
footprints. 

Recommendation Generation 
We have also introduced persona-based 
recommendations that reduce the 
identifiability of the individual, while 
maintaining utility. 

•  While people share large amounts of information publicly, they may not understand the 
potential risks of doing so (stalking, identity theft, job loss, etc.). 

Data Set PIE Scores 

Population Inference Engine Persona-based Recommendations 

Challenge:

We evaluated our approach to PIE detection using 
public profile data from Google+, LinkedIn, Twitter, and 
FourSquare. We generated a ground truth data set 
using the about.me API that maps actual accounts on 
different sites for specific individuals.  

As part of our overall framework, the population 
inference engine allows for different data 
preparation methods, machine learning 
algorithms, and ensembles to be exploited, to 
fully leverage the inference potential of public 
social media data. The engine begins by learning 
population norms from public social media data 
to develop a set of background knowledge. It 
then applies this background knowledge to infer 
hidden attributes about a target using the targets 
public attributes.  We see that some attributes 
are more readily predicted using population level 
data than others. 

We compute three PIE scores for each attribute core averaged over all of the ground truth users 
that are on all four sites: the number of true beliefs, information accessibility (the weighted sum of 
the learned beliefs and the confidence values), and information exposure (the fraction of beliefs 
in the web footprint that are accurate, weighted by attribute importance).  

Goal:  
•  Make the risks of data leakage more 

transparent to web users. Then they can 
make more informed decisions about what 
types of information they want to share. 

  

Personas are frequently occurring sets of 
attribute value pairs. In this experiment, 
we make modifications to match profiles 
to pre-computed personas. 
 
•  Personas are generated using 30,000 

profiles. Each persona contains at 
least 30 individuals. 

•  Experiment set contains 1600 
individuals that have attributes on 3 
social media sites. 

•  While different attributes are involved 
in modification, location is most 
common. 


