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a) Research on collaborative driving, specifically in convoy type applications, has been initiated. Testing of hybrid systems is also being investigated

Hybrid-State System (HSS) modeling of mobile agents has been and is being used in a number of studies including mobile robots, autonomous and human-driven vehicles. The overall architecture of an abstract decision maker over a continuous-state mobile system captures the interaction between the Cyber and the Physical in a way that lets us define and analyze complicated scenarios in a structured manner. In the DARPA Urban Challenge 2007, the autonomous vehicle developed by the Ohio State University utilized a hybrid-state controller, in which a finite-state machine high-level controller interacted with a classical continuous-state feedback controller to emulate driver-vehicle operations in an urban environment. A similar driver/vehicle dichotomy was exploited for driver assistance systems in collaboration with Honda R&D of Americas, in which the intention and decisions of the driver were estimated and predicted via the behavior of the vehicle, observed on a vehicle-to-vehicle (V2V) communication link. A newer, more tactical hybrid-state autonomous controller is currently being developed and tested for multi-robot exploration scenarios for DSTO Multi Autonomous Ground-robotic International Challenge (MAGIC 2010) and the automotive convoy-based scenarios of the Grand Cooperative Driving Challenge (May 2011) are being evaluated. In all the above computational issues and testing aspects are under investigation.
b) The OSU Simulator-Testbed Environment with Virtual Sensors and Objects

SimVille was created after the 2007 DARPA Urban Challenge in order to continue research efforts in urban environment scenarios.  A road network was created to be 1/7 scale with 0.5 m wide lengths in order to use the Create robots as urban vehicles. The road network was designed to provide areas for testing many diverse scenarios without the need to change the test environment.  Several intersections were included both with and without traffic lights.  An overpass and several simulated buildings were added in order to test GPS dropout situations.  A zone area was used to test robotic maneuvers in a more loosely constrained area.  Parking spaces were also added into the zone area.  Many of the road lanes were laid out in a fashion such that the direction of travel for the lanes could be changed as well as a specific purpose be given,t such as a turn only lane. During the first year of our CPS project SimVille was further developed. The capability of creating virtual sensors and virtual objects (linked to physical “tags”) has been added. This provides a very flexible means of testing software modules for our CPS environment.
c) Estimation and tracking in complex mobile environments.

As a part of the driver behavior modeling part of the CPS project, we have been looking at the application of Hidden Markov Models (HMMs) for a single task for a single vehicle. The goals for year 1 are: 1) Develop the HMM for a single task for a single vehicle, 2) Collect data from actual scenarios and laboratory driving scenarios, and 3) Develop learning of HMM parameters from CSS state and external data. We have developed algorithms and code capable of using actual driver and simulator data to develop a HMM. We have had relative success with the limited data from organizations such as the Japanese NEDO and the OSU Transportation Engineering department tests. From these sources, we have been able to collect video, and sensor data for vehicle runs on a variety of traffic and road environments. These environments include arterial and non-arterial roads and intersections. We also plan on using a vehicle fitted with a variety of sensor to accumulate more data. With effective documentation of the collected data, we intend to create a repository of vehicle driving data. Our next task involves the fusion of state and external data which was done through a combination of simulator (Player/Stage) and actual data. We have been able to develop a preliminary mechanism for HMM parameter learning with this data. As additional tasks, we are looking at using video data from in-vehicle cameras and intersections in conjunction with sensor data to further refine HMMs.
* : Representing the OSU CPS Group, see http://cps.osc.edu
