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• Results    https://github.com/QData/deepWordBug

Goal: Evade the 
prediction of a DNN-
based Text Classifier

• DeepWordBug Algorithm

• Motivation
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Step 1: Scoring function 

Step 2: Ranking and transformation 

Step 3: Word Transformer 

Black-box perturbation 
based scoring functions
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DeepWordBug

Transferability

https://github.com/QData/deepWordBug

