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Intellectual Merit
Advances the state of knowledge regarding 
1) How to effectively find successful grasps by considering 

grasping-related contexts, such as clutteredness and 
potential collision

2) How to learn to harness objects fixed to an environment to 
grasp objects

3) How to search for initially hidden objects using robotics 
manipulation, and how to scale up the number of objects 
robots can handle by using either images or natural 
language.

Learning Object Relations with Graph Neural Networks

for Target-Driven Grasping in Dense Clutter

Xibai Lou1, Yang Yang2, and Changhyun Choi1

Abstract— Robots in the real world frequently come across
identical objects in dense clutter. When evaluating grasp poses
in these scenarios, a target-driven grasping system requires
knowledge of spatial relations between scene objects (e.g.,
proximity, adjacency, and occlusions). To efficiently complete
this task, we propose a target-driven grasping system that
simultaneously considers object relations and predicts 6-DoF
grasp poses. A densely cluttered scene is first formulated as a
grasp graph with nodes representing object geometries in the
grasp coordinate frame and edges indicating spatial relations
between the objects. We design a Grasp Graph Neural Network
(G2N2) that evaluates the grasp graph and finds the most
feasible 6-DoF grasp pose for a target object. Additionally,
we develop a shape completion-assisted grasp pose sampling
method that improves sample quality and consequently grasp-
ing efficiency. We compare our method against several baselines
in both simulated and real settings. In real-world experiments
with novel objects, our approach achieves a 77.78% grasp-
ing accuracy in densely cluttered scenarios, surpassing the
best-performing baseline by more than 15%. Supplementary
material is available at https://sites.google.com/umn.edu/graph-
grasping.

Index Terms— Grasping, Deep Learning in Grasping and
Manipulation, Perception for Grasping and Manipulation

I. INTRODUCTION

In recent years, robots have become increasingly prevalent
in everyday life where environments are unstructured and
partially observable. When retrieving a target object from
such real-world scenarios, we frequently encounter a plethora
of identical objects (e.g., grocery carts, tool boxes, warehouse
storage, etc.). Humans understand spatial relations between
scene objects and plan grasp poses accordingly for the
task [1]. Moreover, our fingers occasionally knock away
surrounding objects—this collision even facilitates grasping.
When a robot faces the same situation, as illustrated in
Fig. 1, we argue that an efficient grasping system should
reason about spatial relations between objects to grasp a more
accessible target while utilizing minor collisions.

Recent methods commonly solve this problem by cascad-
ing an object-centric grasp pose predictor with an analytic [2]
or data-driven collision checking module [3]. While these
two-stage approaches transform the problem into the well-
studied single object grasping, they frequently struggle in the
collision checking stage with imperfect and partial camera
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Fig. 1: Grasping one of the identical targets in dense clutter.
Among the three meat cans, the one in the green bounding box
is less surrounded by other objects. Grasping the more accessible
target with a flexible pose is more likely to succeed. Reasoning
about object relationships, the proposed target-driven grasping
system predicts more feasible grasp poses in dense clutter.

observations (i.e., fail to predict collisions with the occluded
parts). Furthermore, because the two stages are carried
out independently, these approaches overlook the fact that
spatial relations between scene objects intrinsically affect the
grasping success probability. In the aforementioned scenario,
the absence of the knowledge of spatial relations between
objects prevents the robot from efficiently grasping a target
object.

To fill the gap between the object-centric reasoning and
the collision checking module, an end-to-end approach is
desired for natural and coherent learning of the spatial
relations between scene objects. Due to the vast 6-DoF action
space and infinite object shapes and arrangements, learning
directly from unstructured scene observations with tradi-
tional deep learning architectures (e.g., FCNs [4], CNNs)
does not generalize well. Graphs, on the other hand, have
superior expressive capabilities since they explicitly model
entities (e.g., objects, books, individuals, etc.) as nodes
(containing descriptive features) and their relations as edges.
Operating on graphs, Graph Neural Networks (GNNs) [5]
are capable of efficiently capturing the hidden correlations
between nodes [6]. In light of the recent advances in utilizing
GNNs in robotics [7], [8], [9], we propose a 6-DoF target-
driven grasping system with a Grasp Graph Neural Network
(G2N2). A 3D Autoencoder first learns scene representations
and encodes a 3D observation in a grasp coordinate frame
to a graph with nodes representing object geometries and
edges indicating their spatial relationships. Given a set of
sampled poses, the G2N2 directly predicts the grasping
success probabilities from the generated graphs, accounting
for both grasp stability and object relations. Since the quality
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• 6-DoF grasp pose + reasoning object relations
• Grasp Graph Neural Network (G2N2)
• Shape completion-based grasp sampling

• Lou et al., Learning Object Relations with Graph Neural Networks for Target-Driven Grasping in Dense Clutter, 
ICRA 2022

• Sasagawa and Choi, Fixture-Aware DDQN for Generalized Environment-Enabled Grasping, IROS 2022
• Yu and Choi, Self-supervised Interactive Object Segmentation Through a Singulation-and-Grasping Approach, ECCV 

2022
• Yu et al., IOSG: Image-driven Object Searching and Grasping, IROS 2023 (submitted)

Broader Impact
Society
• Increased economic competitiveness 

of the US by facilitating deploying 
robotic manipulators to flexible 
manufacturing and other application 
domains (agriculture, warehouse, 
eldercare)

Education
• New Curriculum Development for 

Robotics Program at UMN (EE5271: 
Robot Vision)

• Undergraduate Mentoring (EE4951W: 
Senior Design Project, Honors Thesis)
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