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Abstract.  The main objective of this research is to develop the Science of CPS by proposing and developing new (dynamical) models of computation systems, 
integrated with the physical dynamics of cooperative multi-agent systems over communication networks. We intend to develop novel dynamical systems that solve 
distributed optimization and other computational problems and are resilient to noise and uncertainty. Toward this end, we have unveiled the distributed structure of 
Optimal Power Flow (OPF) problems. We have also proposed dynamical approaches to solve non-convex Quadratically Constrained Quadratic Programmings 
(QCQPs) in a distributed manner. Finally, we are continuing developing distributed control design methods to improve the performance of optimization systems. 
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Application to Distributed solution of non-convex QCQPs 

PI Networked controller 

Control perspective 

•  Subject to fundamental limitations of feedback 
•  Tracking?  Adaptation?  Disturbance rejection? 
•  Multiplier dynamics as dynamical controller 

Lagrangian: 
Optimization system 

•  Controller design for optimization systems? 
•  Least Squares:  LTI theory applies 

Augmented Lagrangian: as PI controller 

Converges to optimal solution under mild cond. 

Application to Distributed Solution of Optimal Power Flow Problems 

Real-time adaptive distributed optimization Design of Distributed Ccontrollers 

•  New distributed controller design method 
   provides network realizable controllers 
 

•  Controller design methods for networked  
   distributed computing systems 

Tracking resilient to noise and packet drops 

X. Ma, “Distributed approaches for solving non-convex optimization under strong duality”, Ph.D. Thesis, Iowa State University, 2016. 

Formulation of optimal power flows 

•   In general, OPF problems are non-convex 
•   Most OPFs can be solved by SDP dual relaxations 
 
 

Applying our distributed optimization system approach 
we propose the primal optimization dynamics as 

The naturally distributed computation structure 

•   Distributedness due to the sparsity of the network 
 

•   Each bus plays as an individual computing agent 
 

•   Implementation mimics the network topology 

Saddle-point characterization and convergence analysis 

SDP zero 
duality gap 

the optimal 
 saddle-points 

When will a KKT point be a saddle-point? 

When does the optimization dynamics converge? 

•   Suppose                                      is an equilibrium 
 

with              , strict complementarity, and regularity 
 

then there exists a small neighborhood around the 
equilibrium that guarantees the existence of a unique 
continuous solution and locally asymptotic stability 
w.r.t. the optimization dynamics 

•   The approach works for a wider range of OPFs. 

Non-convex QCQPs 

•   All quadratic coefficient matrices may not be PSD 
 
 

A saddle-point                        exits if and only if 
 

the dual variables satisfies the LMI 
 
 
 
 
 

Further, if the above LMI is PD then local convergence 
 

of the optimization dynamics can be guaranteed 

MAXCUT problems Phase Recovery Problems 

•  The PI controller derived from the 

augmented Lagrangian stabilizes the 

optimization dynamics 
 

•  A fast convergence can be achieved 
 

•  A recovery example of 256 signals 
with 1024 Fourier transform samples 
and 512 random Gaussian samples 

Problem Formulation 
 
 
 
 
 
•  Strong duality holds with a high probability 
under the oversampling assumption 


