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Objectives

* To develop a synergistic framework for fixed and mobile sensors to collaborate on scene understanding

* To perform a tight integration of perception and action and to advance cyber-physical systems by exploring a class of
synergies across: control, video understanding, and data management under uncertainty

* To experimentally validate the framework for surveillance domain, using a testbed with autonomous agents
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Results on Viper data
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CMC curves on the CUHK Campus dataset
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Desired Achievement
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