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Stochastic decision problems Team decision problems Realavation _
Example: Two players
minimize Ec(x,u) minimize Ee(z,ui, ... un) suppose
subject to  u = u(y) subject to u; = pi(y) sy is sufficient for x,ys | ¥
so is sufficient for z,y1 | 4o
oL then s1, s, is team sufficient for x | y1, yo
minimize Ec(x,u)
e given joint pdf of x, vy, find best , o | e, Uy o Un,
sven P Y H e given joint distribution z,y1,...,y,, find n policies u; SUBJEEE 9 s Un Loz | g1y
.g., estimation: with ¢ = — - P '
® eg, estimation: with ¢ = iz — u] e Marschak, 55, Radner, 62, Tsitsiklis and Athans, 85 for example, if z,y,,ys are jointly Gaussian, then
e can generate y,z with a model, e.g., y = Ax + w
& Y &Y e decentralized control s; =E ([33] ‘ y1> sy =E ([55] ‘ yz)
e hypothesis testing, classification, detection, decision, etc., Y2 Y
Sufficient statistics Optimization: Single-player Multi-player sufficient statistics Example: Triangular
minimize Ec(x,u) y ( )
: e measurements: y; = z1 an = (21,2
subject to u = p(y) minimize Z CouDoyu 1 =21 Y2 15 22
TYU Ce ® Suppose
_ o _ . ! minimize Ec(z, ur,. .o un) °F r1 is sufficient for ro | 21
s = g(y) is called sufficient for x | y if subject to Pryu = GuyKyu subject to w; = pi(yi)
b LATE ro is sufficient for x | 21, 2o
ylz|s Ky binary, stochastic
then sq, so are team sufficient statistics for , Y2, Where
if s; = g;(y;), then s1,...,s, are called team sufficient for x | y1,...,y, if ° o152 vy ye
m S1=T1
e equivalently prob(x | s,y) does not depend on y e LP relaxation: if py,, is in the convex hull, then Yio- o Yn w51, 08 So = (r1,72)
e conditional distribution = | y depends only on s _
e Fisher 1022, Kolmogorov 1042 ullz]|y theorem: if s is team sufficient, then there exists an optimal policy of the form * Gaussian case
timal policy has the f (s) e equivalently: u generated by randomized policy u = u(y, w) s1=E]z)
® optimal policy nas the torm u = (s : = ; — (g
u u; = f1i(8:) s2 = (B(z | 21),E(x | 21, 22))
Examples: Sufficient statistics Optimization: Multi-player Multi-player sufficient statistics Algebraic rules
minimize Z CxuPxyu
e Gaussian noisy measurements vy; = x + w; then s =) v, e _ _ -
y Yy >0 Y Subject o puyu = quy KLy, . K", For s = g(y) and t = h(y), most of these generalize to I
e multiplicative uniform noise: y; = xw; then s = max; y; | ® S1,...,8, is team sufficient if y1,...,y, AL x| s1,...,8,
K;u binary, stochastic
e y; is Bernoulli with prob(y; =1 | x) =x, then s =) . y; e then there is a deterministic optimal controller u; = ;(s;) yA x| f(s) — yl x|s
o ify = Ax +w and w is Gaussian, then s = AT?J : .. .. : e optimal and deterministic even though s is defined in terms of ylaz]s — y AL f(z) | s
® if pyyy 1s in the convex hull, then call uq, ..., u, a team decision, and write gyl z|s N y I f(z,s) | s
e y; has discrete uniform distribution on [0, z|, then s = max; y; e convex hull of feasible distributions |
yd z|sand yl x|s — yllx,z|s
called German tank problem U wp AL x| domized polici
1y---5Un Y1,---HrYn e randomized policies yllz|sand sz |t — yl x|t

e many others ...
e equivalently: u generated by common randomness u; = p;(y;, w)

e ull x|y implies u I x |y
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