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What is the “time”?
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The time is 1375599686.9 + Δ

Our objective: transform Δ into a rich structure 
called “Quality of Time” (QoT) 

that is observed and systematically controlled 
throughout the system.
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Rethinking the Time Stack 
From Over-design to Sense-and-Adapt
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Quality of Time (QoT) Enables Contracts

• Basis of timing contracts 
‣Lower layer provides available QoT

‣Higher layer indicates required QoT

‣Exposed via APIs, HALs, and 

hardware interfaces

• Not a single number, but statistical 

parameters and ranges 
• Available QoT depends on 
‣Clock sources

‣Network paths

‣Network interface hardware

‣Timer/counter hardware

‣OS mechanisms


• Function of $, J, bps, mm3 etc.
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Timing Contract 

Time Accuracy 
FCLK 

FSTAB 
JCycle-to-Cycle 

JPeriod 

JTime-Interval-Error 
JPRMS 

TSU 
...

Timing Contract 

Uncertainty 
Range 

[-Δ1, Δ2]

App-OS Interface OS-HW Interface
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Radio Coordination in Wireless  

‣Short-range radio protocols for D2D, 
wireless sensors etc. 

‣Examples: ANT, BLE, ZWAVE 
‣Low cost, power, bandwidth  
→ High Δ → Guard bands  

‣Guard band proportional to relative 
drift & resync interval 

‣3 + 3 ms guard band for each 150 
us message → 2.4% efficiency  

‣Reduce guard band to 0.3 ms → 
20% efficiency, or 8.2x more 
devices, power reduced 1.4-5x 

‣Knowing QoT can enable more 
capacity and lower power

Note that a single node has a duty cycle of 0.06% using this scheme. Increasing the ANT messaging 
period to once per second (an acceptable latency for many Practical Wireless Networking 
applications) increases the number of timeslots on a single frequency channel to 160 and reduces the 
duty cycle of each transmitter to 0.015%. 

A master clock does not set the nRF24AP2 ANT chip’s TDMA-like adaptive isochronous scheme. 
Transmitters start broadcasting at regular intervals but then modify the transmission scheme if 
interference from a neighbour is detected on a particular timeslot. This flexibility allows nRF24AP2 
ANT chip to adapt to hostile conditions. For example, if there are a number of discrete nRF24AP2 
ANT chip-based systems working side-by-side – such as a row of wirelessly communicating rowing 
machines lined up next to each other in a gym – then by “listening” for drifting transmission sources 
on its frequency an individual node can determine if there is approaching interference and retime its 
transmissions accordingly.  

If the radio environment is even more crowded – for example, other 2.4 GHz sources such as Bluetooth 
wireless technology and Wi-Fi® are present, or several hundred nRF24AP2 ANT chip nodes are in 
close vicinity – nRF24AP2 ANT chip has the frequency agility to allow an application microcontroller-
controlled “hop” to different 1 MHz slots within the 2.4 GHz band. Figure 5 illustrates TDMA-like 
adaptive isochronous co-existence and frequency hopping schemes. 

 

Figure 5: nRF24AP2 ANT chip’s TDMA-like adaptive isochronous scheme subdivides a single 1 MHz 
frequency band into timeslots. These timeslots are repeated depending on the ANT messaging period (this 
example shows a 250 ms ANT messaging period). A single timeslot comprises a 3 ms guard band, followed by a 
150 µs transmission, followed by another 3 ms guard band. Nodes 1, 2 and 3 adapt transmissions so that no 
clashes occur. If required, nRF24AP2 ANT chip can switch frequencies to accommodate additional timeslots 
(Nodes A, B and C). In practical use tens or even hundreds of nodes can be accommodated in a single 1 MHz 
frequency band (depending on the messaging period) 
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Networked Control  

‣Uncertainty in delay measurement results in faster sampling 
‣Knowledge of QoT enables more robust and efficient 

controller design and operation
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Fig. 3. τMAT I versus τmin where τmax = τmin from [13] (’+’) and [14]
(’×’), the worse case where τmax = τMAT I (’∇’) and the best case where
τmax = τmin (’o’) from Theorem 2.

from the left and the right, respectively, choosing N =
[

N11 + N21 N12 + N13 + N22 + N23

]′
and R1 + R2 = R, we

obtain the LMIs in [11, Theorem 1]. So the results in [11]
are robust with respect to small delays, namely the results in
[11] still guarantee stability for arbitrary small delays. !

Example 1: Consider the state space process model [19]
[

ẋ1
ẋ2

]

=
[

0 1
0 −0.1

]

[ x1
x2 ]+

[

0
0.1

]

u,

with state feedback gain K =− [3.75 11.5 ], for which we have

A =
[

0 1
0 −0.1

]

, B = −
[

0
0.1

]

× [3.75 11.5 ] .

By checking the condition eig(
[

I 0
I 0

]

eFh) < 0 on a tight grid
of h, we can show that the closed-loop system remains
stable for any constant sampling interval smaller than 1.7,
and becomes unstable for larger constant sampling intervals.
On the other hand, when the sampling interval approaches
zero, the system is described by a DDE and we can find the
maximum constant delay for which stability is guaranteed
by looking at the roots of the characteristic function det(sI−
A−Be−τ0s). We use the Pade approximation e−τ0s = 1−sτ0/2

1+sτ0/2
to compute the determinant polynomial and conclude by
the Routh-Hurwitz test that the system is stable for any
constant delay smaller than 1.36. Comparing these numbers
with the maximum variable sampling interval 1.1137 and
the maximum variable delay 1.0744 both obtained using
Theorem 2 (see below) reveals the conservativeness of our
method:

No-delay and variable sampling: When there is no de-
lay but the sampling intervals are variable, τMAT I determines
an upper bound on the variable sampling intervals sk+1 − sk

. The upper bound given by [9], [10], [13] (when τmin = 0)
is 0.8696 which is improved to 0.8871 in [14]. Theorem 2
and [11] gives the upper bound equal to 1.1137.

Variable-delay and sampling: Fig. 2 shows the value
of τMAT I obtained form Theorem 2, as a function of τmin

for different values of τmax. The dashed curves in Fig. 2 and
Fig. 3 are the same which are comprised of the largest τMAT I

for different values of τmax. Fig. 3 shows τMAT I with respect
to τmin where the results from [13], [14] are shown by +, ×

respectively. The values of τMAT I given by [12] lay between
the “+” and “×” in Fig. 3 and we do not show them. In
Theorem 2, τMAT I is a function of τmin and τmax. To be able
to compare our result to the others we consider two values
for τmax and we obtain τMAT I as a function of τmin based
on Theorem 2. Fist we consider τmax = τmin, which is the
case that the delay is constant and equal to the value of τmin.
The largest τMAT I for a given τmin provided by Theorem 2
is shown using an “o” in Fig. 3. The second case is when
τmax = τMAT I , which is the case where there can be very large
delays in the loop in comparison to the sampling intervals.
The largest τMAT I for a given τmin for this case provided
by Theorem 2 is shown using a “∇” in Fig. 3. One can
observe that when the delays in the control loop are small,
our method shows a good improvement in comparison to the
other results in the literature. !

IV. CONCLUSIONS AND FUTURE WORK

We established stability, asymptotic stability, and exponen-
tial stability theorems for delay impulsive systems. Our sta-
bility conditions have the property that when specialized to
linear impulsive systems, the stability tests can be formulated
as LMIs. Then we considered NCSs consisting of an LTI
process and a static feedback controller connected through
a communication network. Due to the shared, unreliable
channel that connects process and controller, the sampling
intervals and delays are uncertain and variable. We showed
that the resulting NCSs can be modeled by linear delay
impulsive systems. We provided conditions for the stability
of the closed-loop expressed in terms of LMIs. By solving
these LMIs, one can find a positive constant that determines
an upper bound between the sampling time and the next input
update time, for which stability of the closed-loop system is
guaranteed.

Although in this paper we focused on the stability prob-
lem, it is possible to derive LMI conditions which lead to
finding stabilizing static feedback gains (or H∞ design) [11].
We will extend our results to model more general NCSs such
as two-channel NCSs with dynamic feedback controllers.

APPENDIX

Proof of Theorem 2 . Along the trajectory of the system (2)

V̇ =2x′(t)P(Ax(t)+ Bz1)+ ρ1maxẋ′(t)R1ẋ(t)

−
∫ t

t−ρ1

ẋ′(s)R1ẋ(s)ds+ ρ2maxẋ′(t)R2ẋ(t)

−
∫ t

t−ρ2

ẋ′(s)R2ẋ(s)ds+ τminẋ′(t)R3ẋ(t)

−
∫ t

t−τmin

ẋ′(s)R3ẋ(s)ds

+(ρ1max− τmin)
(

ẋ′(t − τmin)R4ẋ(t − τmin)
)

−
∫ t−τmin

t−ρ1

ẋ′(s)R4ẋ(s)ds+(ρ1max − τmin)
(

ẋ′(t)R4ẋ(t)

− ẋ′(t − τmin)R4ẋ(t − τmin)
)

+ x′(t)Zx(t)

− x′(t − τmin)Zx(t − τmin)− (x(t)− z2)
′X(x(t)− z2)

+ 2(ρ1max−ρ1)(x− z2)
′X(Ax + Bz1). (21)

sampling 
interval

large

small

large smalluncertainty 
in delay

‣ Benchmark system from [Branicky, Phillips, Zhang, ACC 2000]  
‣ Different symbols correspond to different analysis methods ‣ Distributed controller for car suspension system 

‣ Two curves correspond to different CAN bus priorities
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Precise Location in IoT 

‣New low-power radios capable of 
distance measurement via phase 
measurement 

‣Jitter in clock due to PLL affects 
distance accuracy: low jitter PLL 
uses power while averaging wastes 
bandwidth 

‣Stability requirements on clock 
change over time 

‣Dynamically scaling QoT (power 
vs. jitter of PLL) can reduce 
distance error (from cms to 
mms) while retaining low-power 
rest of the time

AT86RF233
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Tunable Time Sync for Multihop Wireless
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T1: Autotuning Time Service

• Time in multi-hop networks

‣Nodes have different QoTs

‣Paths have different characteristics

‣ Intermediate nodes may misbehave

‣Path subject to “meaconing” 

attacks

‣Errors propagate multiplicatively

‣Standard routing uses link quality 

metric: suboptimal for QoT

• Time Information Routing Protocol 

(TIRP)

‣Selects the node with stable clocks 

and routes tine information around 
nodes with unstable clocks


• Next steps

‣General QoT metrics

‣Optimally fuse multiple references,

‣Adapt messaging based on node 

and path characteristics
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Figure 5. Controlled heating experiment.
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Tunable Time Sync for Multihop Wireless (contd.)
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Tunable Parameters

Message Handshake 
(Uni- vs. Bi-Directional)

Pairwise vs. Broadcast  
(Uni- vs. Bi-Directional)

Messaging Schedule

Drift Model 
(Complexity, Window)

Routing Topology 
(Static vs. Dynamic)

T1: Autotuning Time Service



Measuring Impact of RF Channel on QoT

• TI CC2420 with SFD signal, and an RF Channel emulator for different 
distances, interference, and multi-path scenarios 


• Even in heavy multi path environments, and at high path attenuation, 
SFD accuracy is stable down to a few hundred ns.

15




6)'

Five-­‐path	
  channel	
  emulator	
  with	
  
programmable	
  path	
  lengths,	
  
phases,	
  and	
  attenuations.

Patwari & Schmid

T1: Autotuning Time Service
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QoT at the Application-System Interface
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• Applications express rich timing properties

‣Period, deadline, worst-case execution: {T, D, C}

‣Permit tolerance in specification: {T, [-ΔT1, ΔT2], D, [-ΔD1, ΔD2], C}


• OS and compiler use tolerance to schedule resources, control clock 
source and adapt time synchronization protocol settings


• Temporal fault management can be implemented as a part of 
exception handling in PL
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Rethinking the OS Tick
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Periodic	
  Tick:

Dynamic	
  Tick:

Event	
  ArrivalKernel App. Tick	
  Boundary

ROSELINE	
  Tick:

QoT	
  Tolerance

High	
  resolu<on	
  clock	
  
for	
  sub-­‐jiffy	
  <ming
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QoT-aware OS APIs and PL Abstractions
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Scheduling	
  
Queue

Τ1	
  {	
  2,2,5	
  ..	
  }

Τ2	
  {	
  2,2,5	
  ..	
  }

Τn	
  {	
  2,2,5	
  ..	
  }
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  clock	
  
for	
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Normal	
  Flow	
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Temporal	
  Failure	
  
Handlers
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  Scheduling	
  
and	
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Digital Control Applications: 
Classical Synchronous Model
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time 

plant sample 
(A/D) 

hold 
(D/A) 

controller 

y(t) 

yk 

……… 

time 

uk 

……… 

u(t) s1 s2 s4 s3 

……… h h h s1 s2 s4 s3 

s1 s2 s4 s3 
s1 s2 s4 s3 

h h h 
h h h 

h h h 

‣ Constant sampling time

‣ Sampling synchronized across nodes

‣ Negligible transmission delays

sk+1 - sk = h 

T2: Mechanisms & Interfaces for QoT Aware Applications
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Impact of Time Synchronization Errors 
(due to Sensor Interface and Network)
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Plant�

Controller�

x(t)

x(sk)

Sampler� Clock offset�

sk

ŝk

Clock offset 

ŝ1 ŝ2 ŝ3 ŝ4

Clock in controller with offset�

x(t)

x(s1)

s1 s2 s3 s4

Clock in sensor�

x(s1)

How large an offset can tolerated  
without leading to instability?�
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Impact of Time Synchronization Errors
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x(t)

ŝ1 ŝ2
t

Why should we care about offset? 

: periodically updated 
  static state feedback�

Example: 
ẋ=ax+u

u

s1 s2

0 10 20

−1
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1

No offset�

Small offset 
(20% of Ts)�

Large offset 
(30% of Ts)�

0 10 20

−1

0

1

0 10 20

−1

0

1

x

0! t

x

0! t

x

0! t

How large an offset can tolerated  
without leading to instability?�
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Initial Result: Maximum Allowable Clock Offset
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Maximum Allowable offset 
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Example: Scalar system�

Unstable pole �a

By 2-periodic static controller�

By linear time-invariant controller�

By static controller�

0!
1!

0.5!
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2! 3! 4! 5!

Max offset�

=1

•  Constant offset 
•  Restricting our attention to some practical classes of controllers 

Case 1 

ẋ=ax+u,

Sampling interval�
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By 2-periodic static controller�

By linear time-invariant controller�
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By any causal controller (time-varying offset)�

Maximum Allowable offset 
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•  Variable offset (from sample to sample) 
•  Any causal controllers 

Case 2 

ẋ=ax+u,

Sampling interval�

Constant Offset

Variable Offset
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Project Activities

24

Thrust 1 
Autotuning Time Service 

for Efficient & Resilient QoT

Thrust 2 
Mechanisms and Interfaces 
for QoT-aware Applications

Thrust 3 
Circuit and Architecture 

Support for QoT Adaptation

Thrust 4 
Experimental 

Testbeds
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Highly Programmable Clock Generators 
with Dynamically Tunable QoT
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Frequency

Jitter

Power

Stabilization 
Time

Short-term 
StabilityRise & Fall 

Time

Drive 
Strength

Long-term 
Stability
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Roseline Approach: 
Efficient Controllability at the Clock Sources
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S. Pamarti 

Task #1: Highly Programmable VCTCXO 

� Provide digital frequency prorgrammability 
 

� Introduce proper power-performance programmability in the 
fractional-N PLL 
¾ Conventional circuits are not “flexible” to trade-off power for performance 
¾ Which blocks are worth saving power in? 

 
� Provide a means of conveying “quality information” to higher layers 
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S. Pamarti 

Task #2: PLL-Less Synchronization  

Problem:  
1. Fractional-N PLL provides programmability and compensation, but 

adds noise and power consumption 
2. High-Q oscillators have very limited pulling range 

 
Approach: Open loop phase switching 
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  High-Q Osc 
@ 2x or 4x 

Freq 
Frequency 

Dividers 

0° 
45° Phase 

Interpolators 

  Phase 
Selection 

Logic 

Temperature 
Compensation 

Logic 

  Temperature 
Sensor 

Initial Offset 

CLK 

  Phase 
Mismatch 

Calibration 

Our Prior Art: We did similar phase switching at RF frequencies but for 
significantly more relaxed noise specifications 
 

Phase/
Frequency 

Comparator
Phase 

Selector
FSM

Loop 
Filters NFXOStable non-pullable, 

high-Q reference 
e.g., electrostatic MEMS

FXO+Δ

Accurate, pullable, high-Q osc.

m

MFXO, multiple phases

Fine control

Coarse control

 :  (N+y[n])

Digital 
modulator

330–Δ,
estimate

N <M

Highly Programmable VCTCXO

PLL-Less Synchronization 

Multi-resonator Clocks

‣Fractional-N PLL has programmability 
and compensation, but adds noise and 
power; High-Q oscillators have very 
limited pulling range 
‣Open loop phase switching

‣Digital frequency programmability 
‣power-performance programmability in 

the fractional-N PLL 
‣Means of conveying “quality information” 

to higher layers

‣Stability vs. Pullability tension 
‣Synchronize a stable (e.g. electrostatic 

MEMS) with a pullable (e.g. piezoelectric 
MEMS) using a fractional-N PLL  
‣MEMS Resonators & Si Integration

T2: Circuits & Architecture Innovations

Pamarti
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Application Testbeds
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turned off. The slight delay in the second power cycle is due
to leakage through the switch. Since the gain of the system
is very high, even a small amount of leakage from the ca-
pacitor (33mV over 10s in this case) is visible. This and a
number of other issues arise in this switcher based “filters
that remember” (FTR) that each cause the wake-up latency
to increase. The following sections discuss the effect of each
aspect.

2.3 Effect of Switch Leakage
Since switches are not perfect isolators when they are

turned off, the charge on the capacitor will leak during power
down. We can compute the effect of this leakage on the
wake-up latency of the filter if we know the effective resis-
tance, Roff , of the switch during power gating. The capac-
itor will discharge like the non-switched scenario in Eq. 4,
except that it will do so through the switch resistance:

Vhp(toff) = Vrefe
−

toff
Roff C2 (7)

The recharge time can be found in the same way as Eq. 5
to get:

tlkg = R3C2

»

log

„

1 − e
−

toff
Roff C2

«

+ log (Vref ) − log

„

Vdd

G

«–

(8)
It should be noted that the effect of leakage is minuscule
compared to the value in Eq. 5 since discharge occurs through
Roff which may be as high as 1010Ω for pass transistors. For
toff=1s, worst case tlkg amounts to 15ms for this Roff .

2.4 Effect of Charge Injection
Low power analog switches can be realized conveniently

using MOS transistors. A significant issue with using MOS
based switches, however, is charge injection when the switch
is turned off [25]. Charge injection alters the voltage across
the capacitor and is especially troublesome for sample-and-
hold-circuits and switched capacitor filters. Charge injection
occurs in MOSFETs because of carriers that are trapped
in the channel under the gate when the switch is suddenly
turned off. The carriers couple through gate-to-diffusion
overlap capacitances and affect the charge on the filter ca-
pacitor that is connected to its source or drain.

The effect of charge injection in our FTR architecture
is slightly diminished compared to sample-and-hold circuits
and switched capacitor filters. This is because we have sym-
metric switches on either terminal of our filter capacitor and
charge injection will affect both sides simultaneously. If the
switches are well matched, the amount of charge delivered
to each terminal will be equal and cancel out. Nevertheless,
we can derive a relationship for the worst case bound for
increase in wake-up latency caused by charge injection.

Assume that based on the charge injected by each switch,
∆Qinj Coulombs of charge enter the filter capacitor C2.
The change in voltage due to this extra charge is ∆Vinj =
∆Qinj/C2. When the switch turns on, therefore, the voltage
on the capacitor will be Vhp = Vref ±∆Vinj assuming the ca-
pacitor was at Vref when the switch was turned off. Similar
to the analysis above for leakage from Eq. 5, the amount of
time needed to recharge the capacitor to its nominal voltage
can be found using:

tinj = R3C2

»

log

„

∆Qinj

C2F

«

− log

„

Vdd

G

«–

(9)
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Figure 8: A segment of an ECG waveform showing the P-QRS-
T sections with short QRS complexes marked.

Typical switches have a charge injection of about 5-50pC
[22], which translates to 150µV change in the capacitor volt-
age for a 330nF capacitor and 5ms of additional latency.

2.5 Effect of Switch Series Resistance
In their on-state, switches may have a series resistance

between 1-10Ω and this affects the frequency response of a
filter. Low series resistance is desirable, but there is one
caveat. Low series resistance is achieved by sizing the MOS
transistors to be relatively large, but large transistors have
particularly pronounced charge injection due to the increased
number of carriers in the wider channel. Switch selection
must therefore be made carefully to balance the effect of se-
ries resistance on the frequency response and the effect of
charge injection on wake-up latency. When using the FTR
architecture, one could include the switches’ resistances within
the effective series resistance parameter of the filter capaci-
tor to model this effect on frequency response.

3. USING A DUTY CYCLED AFE FOR ECG
A duty cycled AFE can be employed whenever circuit

characteristics permit. For example, in Section 1, we sug-
gested that one could use a duty cycle-able AFE by turning
it off between sample acquisitions. This strategy works well
when ∆on, the settling time of the analog circuit is much
lower than the sampling period, tper, and when Poff→on,
the power consumption of the circuit during wake up meets:

Poff→on <
(Pon − Poff )(tper − tacq − ∆off )

∆on
+ Poff (10)

where, Pon and Poff are the power consumption in the on
and off states respectively and tacq is the sample acquisi-
tion time. This relationship essentially compares the aver-
age power consumption with and without duty cycling ac-
counting for the wake up latency and power. Unfortunately,
this relationship does not hold for all circuits due to various
reasons – see Section 4.4 for an example.

Some applications, however, only require capturing short
segments of the entire waveform to achieve diagnostically
continuous monitoring. This means that the wake-up la-
tency and power consumed during that event could be amor-
tized over multiple sample acquisitions at the cost of keep-
ing the AFE on longer. One example for electrocardiog-
raphy recording was developed by Hua, et. al [10], where
they observed that accurate heart rate information is suf-
ficient for many purposes. The beat rate is computed by
detecting the R-peak of the QRS complex as shown in Fig-
ure 8 and inverting the R-to-R interval between consecutive
peaks. Their power reduction scheme consisted of turning
off the AFE between peaks and predicting a future time to

Ultra-low Power Wireless 
Wearable/Embedded Sensors

Secure PMU for Smart 
Electrical Grids

Real-time Structural 
Health Monitoring

Accurate Underwater 
Location Sensing

Robust Control of 
Distributed Systems
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Fig. 3. τMAT I versus τmin where τmax = τmin from [13] (’+’) and [14]
(’×’), the worse case where τmax = τMAT I (’∇’) and the best case where
τmax = τmin (’o’) from Theorem 2.

from the left and the right, respectively, choosing N =
[

N11 + N21 N12 + N13 + N22 + N23

]′
and R1 + R2 = R, we

obtain the LMIs in [11, Theorem 1]. So the results in [11]
are robust with respect to small delays, namely the results in
[11] still guarantee stability for arbitrary small delays. !

Example 1: Consider the state space process model [19]
[

ẋ1
ẋ2

]

=
[

0 1
0 −0.1

]

[ x1
x2 ]+

[

0
0.1

]

u,

with state feedback gain K =− [3.75 11.5 ], for which we have

A =
[

0 1
0 −0.1

]

, B = −
[

0
0.1

]

× [3.75 11.5 ] .

By checking the condition eig(
[

I 0
I 0

]

eFh) < 0 on a tight grid
of h, we can show that the closed-loop system remains
stable for any constant sampling interval smaller than 1.7,
and becomes unstable for larger constant sampling intervals.
On the other hand, when the sampling interval approaches
zero, the system is described by a DDE and we can find the
maximum constant delay for which stability is guaranteed
by looking at the roots of the characteristic function det(sI−
A−Be−τ0s). We use the Pade approximation e−τ0s = 1−sτ0/2

1+sτ0/2
to compute the determinant polynomial and conclude by
the Routh-Hurwitz test that the system is stable for any
constant delay smaller than 1.36. Comparing these numbers
with the maximum variable sampling interval 1.1137 and
the maximum variable delay 1.0744 both obtained using
Theorem 2 (see below) reveals the conservativeness of our
method:

No-delay and variable sampling: When there is no de-
lay but the sampling intervals are variable, τMAT I determines
an upper bound on the variable sampling intervals sk+1 − sk

. The upper bound given by [9], [10], [13] (when τmin = 0)
is 0.8696 which is improved to 0.8871 in [14]. Theorem 2
and [11] gives the upper bound equal to 1.1137.

Variable-delay and sampling: Fig. 2 shows the value
of τMAT I obtained form Theorem 2, as a function of τmin

for different values of τmax. The dashed curves in Fig. 2 and
Fig. 3 are the same which are comprised of the largest τMAT I

for different values of τmax. Fig. 3 shows τMAT I with respect
to τmin where the results from [13], [14] are shown by +, ×

respectively. The values of τMAT I given by [12] lay between
the “+” and “×” in Fig. 3 and we do not show them. In
Theorem 2, τMAT I is a function of τmin and τmax. To be able
to compare our result to the others we consider two values
for τmax and we obtain τMAT I as a function of τmin based
on Theorem 2. Fist we consider τmax = τmin, which is the
case that the delay is constant and equal to the value of τmin.
The largest τMAT I for a given τmin provided by Theorem 2
is shown using an “o” in Fig. 3. The second case is when
τmax = τMAT I , which is the case where there can be very large
delays in the loop in comparison to the sampling intervals.
The largest τMAT I for a given τmin for this case provided
by Theorem 2 is shown using a “∇” in Fig. 3. One can
observe that when the delays in the control loop are small,
our method shows a good improvement in comparison to the
other results in the literature. !

IV. CONCLUSIONS AND FUTURE WORK

We established stability, asymptotic stability, and exponen-
tial stability theorems for delay impulsive systems. Our sta-
bility conditions have the property that when specialized to
linear impulsive systems, the stability tests can be formulated
as LMIs. Then we considered NCSs consisting of an LTI
process and a static feedback controller connected through
a communication network. Due to the shared, unreliable
channel that connects process and controller, the sampling
intervals and delays are uncertain and variable. We showed
that the resulting NCSs can be modeled by linear delay
impulsive systems. We provided conditions for the stability
of the closed-loop expressed in terms of LMIs. By solving
these LMIs, one can find a positive constant that determines
an upper bound between the sampling time and the next input
update time, for which stability of the closed-loop system is
guaranteed.

Although in this paper we focused on the stability prob-
lem, it is possible to derive LMI conditions which lead to
finding stabilizing static feedback gains (or H∞ design) [11].
We will extend our results to model more general NCSs such
as two-channel NCSs with dynamic feedback controllers.

APPENDIX

Proof of Theorem 2 . Along the trajectory of the system (2)

V̇ =2x′(t)P(Ax(t)+ Bz1)+ ρ1maxẋ′(t)R1ẋ(t)

−
∫ t

t−ρ1

ẋ′(s)R1ẋ(s)ds+ ρ2maxẋ′(t)R2ẋ(t)

−
∫ t

t−ρ2

ẋ′(s)R2ẋ(s)ds+ τminẋ′(t)R3ẋ(t)

−
∫ t

t−τmin

ẋ′(s)R3ẋ(s)ds

+(ρ1max− τmin)
(

ẋ′(t − τmin)R4ẋ(t − τmin)
)

−
∫ t−τmin

t−ρ1

ẋ′(s)R4ẋ(s)ds+(ρ1max − τmin)
(

ẋ′(t)R4ẋ(t)

− ẋ′(t − τmin)R4ẋ(t − τmin)
)

+ x′(t)Zx(t)

− x′(t − τmin)Zx(t − τmin)− (x(t)− z2)
′X(x(t)− z2)

+ 2(ρ1max−ρ1)(x− z2)
′X(Ax + Bz1). (21)

sampling 
interval

large

small

large smalluncertainty 
in delay

‣ Benchmark system from [Branicky, Phillips, Zhang, ACC 2000] 
‣ Different symbols correspond to different analysis methods
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Example: Wireless Sensors with 
RF Precise Phase Difference Measurement

• Active reflector for precise inter-node distance measurement 
 

•  
 
 
 

• Rapid and precise clock frequency synchronization

• Current activities: (i) Phase synchrony, (ii) Joint time and location, (iii) 

Impact of clock quality

• Promise: capacity increase in communication (distributed MIMO) and 

sensing capabilities (distributed beamforming, precisely synchronized 
sampling)

29

Active Reflector System

Master Slave

● Master send out CW
● Slave measures phase difference to local oscillator, and adjusts

Active Reflector System

Master Slave

● Once Slave’s phase difference is close (~5-10 degrees at 2.4 GHz) 
Slave transmits CW

● Master measures phase difference between incoming signal and 
local oscillator.

=> If Slave moves, we can see it in the phase difference measured at
     the Master.

Master Slave

Patwari, Schmid



Engaging Roseline Team 
Through Experimental Infrastructure 
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Linux Node

RF NIC
Sensors 

& 
Actuators

QoT-aware Apps

Tunable Time Sync Protocol 
Programmable Clocks 
Phase Measurement Unit 
Precise Timestamping

QoT-aware OS Mechanisms 
(Tick Management, Scheduling) 

Linux RK

Control Algorithms 
PL Support

QoT-aware APIs

Timing Information QoT Sensing / Control

Rowe, Schmid, Srivastava



Engaging Roseline Team 
Through Experimental Infrastructure 
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Tunable Time Sync Protocol 
Programmable Clocks 
Phase Measurement Unit 
Precise Timestamping

QoT-aware OS Mechanisms 
(Tick Management, Scheduling) 

Linux RK

Control Algorithms 
PL Support

QoT-aware APIs
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Roseline Simulation Platform

• Need: study performance impact of 
clock and network variations, and 
develop software mechanisms in 
simulation


• Problem: simulators assume ideal 
clocks and global time!


• Approach: simulation environment 
where clock and network variations 
can be modeled, with Linux OS and 
apps

‣Based on gem5, a modular platform 

encompassing system-level 
architecture as well as processor 
microarchitecture
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Project Activities
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Thrust 1 
Autotuning Time Service 

for Efficient & Resilient QoT

Thrust 2 
Mechanisms and Interfaces 
for QoT-aware Applications

Thrust 3 
Circuit and Architecture 

Support for QoT Adaptation

Thrust 4 
Experimental 

Testbeds

Thrust 5 
Education 

&  Outreach



Bring Appreciation for the 
Physical into Computer Science
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K-9: Inspire Passion
• Gupta/Naderi’s myLab 

@ UCSD: Combine Art and 
Engineering with focus on 
Girls 7-15 (e.g. Girls Hat Day) 

• Schmid’s @ Utah: elementary 
school via CDC project on 
sensor-based disease tracking 

• ROSELINE will add simple actuators 
& control to the learning experience 

T5: Education & Outreach

10-12: Challenge

CPS Community: Engage
• Dissemination of tools, 

designs, data, testbeds, 
& courseware  via CPS-VO 

• Workshop @ CPSWeek 
on cross-layer time issues  

• Industry engagement: Atmel, NI, 
SiTime, Qualcomm 

• Other collaborations: IST, IIITD, LANL 
• External invitees to ROSELINE Meetings

UG & Grad: Research 
Interest & Reusable Artifacts
• Collaboratively developed course 

modules and ROSELINE CPS toolkit 
• CPS Education Initiative via CPS-VO 
• Research experience for younger 

undergraduate students 
• On-line course (Coursera) 
• Metrics: # of UGs going toMS/PhD

• Los Angeles Computing Circle & 
HSSRP @ UCLA, COSMOS @ UCSD, 
Dos Pueblos Internship @ UCSB 

• Strong emphasis on physically- 
based computing 

• Grad and Undergrads as mentors 
• ROSELINE will add modules on 

time-aware computing & networking 
• Metrics:  # going to STEM majors, 

tracking & mentoring mechanisms

A Guided Internship For High School
Students Using iRobot Create ?

Jason T. Isaacs ⇤ Daniel J. Klein ⇤ João P. Hespanha ⇤

⇤Department of Electrical and Computer Engineering, University of
California, Santa Barbara, CA 93106 USA(e-mail:

{jtisaacs,djklein,hespanha}@ece.ucsb.edu).

Abstract: We present an internship program focused on project-based learning designed to
introduce students to robotics engineering utilizing the iRobot Create platform. Our aim is to
provide instructors and mentors with a set of projects with an appropriate level of complexity
so as to stimulate the interest of the students while providing them a sense of accomplishment.
We provide a detailed description of the student projects, an overview of the iRobot Create
hardware, and insights gained from our experience and student feedback.

Keywords: Education; Educational aids; Robotics.

1. INTRODUCTION

With today’s interest in robotics as a tool for teaching
science, technology, engineering, and math (STEM), many
instructors find themselves hosting high school and un-
dergraduate research interns interested in robotics. These
students typically have some level of programming experi-
ence but do not yet have the experience to participate in
university level robotics research projects.

A key to a successful internship experience for the mentor,
as well as the intern, is to properly match the complexity
of the projects to the abilities of the intern. For mentors,
this may be the most time consuming and di�cult as-
pect of mentoring. Ideally, the intern will be challenged
beyond their current abilities, thus providing motivation
for growth, but care must be taken not to leave the intern
feeling hopelessly lost. A second key element in mentoring
a robotics intern is the selection of hardware. In most
hardware intensive labs, it may not be practical to allo-
cate existing expensive hardware platforms to high school
interns. These platforms may already be in use by current
research, may have a learning curve too steep for a short
internship, or may be costly to repair if damaged.

It is these choices of project complexity and hardware
platform that are addressed with this paper. We hope to
share insights gained from our experience hosting a group
of four robotics interns as part of a robotics introduction
internship program. This internship program is intended
for high school seniors or early stage undergraduate stu-
dents with an interest in computer science, controls, and
robotics. The expected prerequisite experience includes
introductory courses in Java programming and calculus.
The students should be comfortable with Java but are not
expected to be fluent.
? This work was supported by the iRobot Corporation, by the
Institute for Collaborative Biotechnologies through contract No.
W911NF-09-D-0001 from the U.S. Army Research O�ce, and by
the National Science Foundation Grants No. ECCS-0725485 and No.
0720842.

Fig. 1. Student interns from Dos Pueblos Engineeering
Academy.

The first group of interns in this program were from
the Dos Pueblos High School Engineering Academy
http://www.dpengineering.org in Goleta, CA, see Fig. 1.
The internship took place during the summer between the
students’ junior and senior years. The students partici-
pated in the internship to gain hands-on programming
experience to prepare them to be programmers on the 2011
Dos Pueblos High School FIRST robotics team.

There are many examples of using robotics to encour-
age students to become interested in STEM topics. In
Beer et al. [1999], the authors describe the benefits of
hands-on learning in their Autonomous Robotics course
at Case Western University in 1999. A robotics project
course was described in Maxwell and Meeden [2000]
as a bridge between undergraduate engineering curricu-
lum and graduate and industrial robotics research. A
mentor training program is described in Osborne et al.
[2010], where the undergraduate students act as men-
tors in the outreach program RoboCupJunior. Another
outreach program is described in Salamon et al. [2008]
where LEGO R� MINDSTORMS R� NXT are used as the
robot platform. These programs typically focus on building
robots, but seldom focus on robotic applications or con-
trol algorithms. The iRobot Roomba was evaluated and
recommended for projects focusing on computational and
applied facets of robotics in Tribelhorn and Dodds [2007].
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Rapid Deployable System for Human Contact 
Network Research

Andrzej Forys, Anh Luong, Enoch Lee, Jon Davies, Kyeong Min, Thomas Schmid
{a.forys, anh.n.luong, enoch.lee, jon.davies, kyeong.min, thomas.schmid}@utah.edu

Wireless Embedded Sensing Systems Lab
Electrical and Computer Engineering, University of Utah

 Introduction: Contact among Utah's School-aged Population (CUSP)

 The WREN

http://wiesel.ece.utah.edu

• Collect social contact and mixing data for school age children
• Data will be used in models of transmission of respiratory infectious 

disease
• Funded by US Centers for Disease Control and Prevention
• Study performed by the Division of Epidemiology
• 16 schools over the course of 1.5 years will be visited
• Easy maintenance a necessity
• Large quantities of nodes are rapidly deployed and collected

Components:
• MCU: TI MSP430F5342 128K Flash
• Radio: Atmel AT86RF233 2.4 GHz
• Flash: Atmel 32 Mbit SPI
• 3-Axis Accelerometer
• Dedicated RTC IC with TCXO
• Integrated Li-Po charger w/Pwr Reg

Benefits
• $26 parts, $9 assembly & case (@500)
• 180 mAh (optional 240 mAh) Batteries
• +4 dBm, up to 2 MBit/s Radio 
• Up to 90 meters range at +4 dBm
• Small / Rugged
• Runs TinyOS 

 Measurements

We would like to thank the CUSP team, specifically Matthew Samore and Molly Leecaster, for keeping the project on track, and allowing us to 
develop an incredible system. This material is based upon work supported by the National Science Foundation under Grant #1111533 (“CNS-
CSR”) and the Centers for Disease Control under grant #5U01CK000177.  Any opinions, findings, and conclusions or recommendations 
expressed in this material are those of the author(s) and do not necessarily reflect the views of the National Science Foundation.

Acknowledgment
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Programming
• High reliability 10 Pin connector
• TI SWD with low cost debugger
• Hardware UART pins
• ADC line for address assignment
• Modified BSL for I2C programming
• 100 simultaneous FW upgrades

 

Avg: 5.2 mW; Sleep: 60 uW; RX 42 mW
Power supply quiescent current: 50 uW

Past & Future CUSP Deployments:

School Size Nodes
Urban Elementary (Apr ’12) 621 TelosB
Urban Charter (May ’12) 133 Irene
Multiple Camps (Summer ’12) 100+ Irene
Suburban Elementary (Sept ’12) 531 Wren 3.0
Urban Charter (Sept ’12) 373 Wren 3.0
Suburban Charter (Oct ’12) 676 Wren 3.0
UrbanCharter (Oct ’12) 397 Wren 3.0
Suburban Jr. High (Nov ’12) 1022 Wren 3.5
Suburban High (Nov ’12) 1280 Wren 3.5
Urban Middle (Nov ’12) 722 Wren 3.5
Urban High (Jan ’13) 2500+ Wren 3.5

Non-complete list. More ScheduledNon-complete list. More ScheduledNon-complete list. More Scheduled

TelosB with custom acrylic case in 50-node 
USB basestation. 200 nodes were deployed 
over 5 days. 
Problem: No recharging of batteries and bulky.

Irene with Li-Ion charger and case. 
200 nodes were deployed several 
times over the summer. 
Problem: expensive, $200.
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The receiver was desensitized to reduce 
power draw and range.

RSSI measured while 
node is worn on hip, 
and person rotates 
360 degrees. We can 
clearly see how the 
body shields the 
signal. This test was 
done using an Irene 
node at full transmit 
power.

Six of the eventual 25 basestations. Each 
base holds 100 nodes, reprogrammable over 
a custom I2C bootstrap loader. Each node 
recharges at 100 mAh, totaling 10 A on a 5 V 
rail.

Top side of WREN node 
showing radio, MCU, 
accelerometer, and flash 
memory.

Bottom side of the WREN 
node holds RTC with 
integrated 32 kHz TCXO, LiPo 
charger with switch-mode 
power regulator, battery 
connector, and 10-pin high-
reliability connector.

Tuesday, November 27, 12

Girls’ Hat Day II

6

•  Programming microcontrollers, 
   mechanics, electronics and sensors
•  Mentors from computer science, 
   electrical engineering, and 
   mechanical engineering
•  Only limited by imagination!

Controlling the Ambient (Board at a time…)

• TestEquity 115F Temperature 

(Environmental) Chamber

‣ -73°C to +175°C Temperature Range

‣ 1.55 Cu Ft Workspace, 16W x 12H x 14D

• Program temperature profiles

• Access ports for sensors

10
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Engineering Institute INST-OFF:13-103 
PO Box 1663, MS T001       January 22, 2013 

Los Alamos, New Mexico 87545 
(505) 663-5330 /Fax (505) 665-5225 
farrar@lanl.gov 

 
Dr. Helen Gill 
CISE Point of Contact for the CPS program 
National Science Foundation 
4201 Wilson Blvd., Arlington, VA 22230 
 
RE: “ROSELINE: Enabling Robust, Secure and Efficient Knowledge of Time Across the System 
Stack” 
 
Dear Dr. Gill: 
 
Over the last ten years, the University of California, San Diego (UCSD) and Los Alamos 
National Laboratories (LANL) have a strong and formal collaboration under “The Engineering 
Institute” to provide a comprehensive program of research and education on topics at the 
intersection of material science, structural engineering, electrical engineering and computer 
science. Many of the past and ongoing projects can be categorized in the emerging domain of 
“cyber-physical systems”. These include Structural Health Monitoring (SHM) applied to 
aerospace, civil and mechanical infrastructure and toxic plume detection, tracking and 
forecasting. Central to all of our projects are the integration and advancement of three 
fundamental engineering technology areas: 
 
* advanced sensing, embedded processing and telemetry hardware, 
* novel signal processing, controls and pattern recognition algorithms, and 
* complex multi-scale, multi-physics predictive modeling. 
 
We have explicitly supported Professor Gupta on his research related to localization in SHM 
applications. In addition, the Engineering Institute runs a very well received educational 
program, Los Alamos Dynamic Summer School (LADSS) now entering into its fourteenth year. 
It is a very selective summer school that inspires engineering students to attend graduate school 
through projects related to LANL’s technology thrusts. As you can imagine, the emergence of 
CPS program at NSF has been a very welcome development for us because of the recognition 
and awareness it provides to an important area at the intersection of multiple established fields.  
In fact, this coming summer we are realigning the curriculum of the LADSS to be more directly 
in line with the CPS concept. 
 
The proposal on ROSELINE by Professor Gupta and his team members pushes the state of the 
art on how timing and synchronization information is collected and disseminated in distributed 
control settings. It takes a comprehensive view from hardware to distributed control to operating 
systems. The team consisting of Profs. Mani Srivastava, Sudhakar Pamarti, Rajesh Gupta, Raj 
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Dr. Helen Gill 
CISE Point of Contact for the CPS program 
National Science Foundation 
4201 Wilson Blvd. 
Arlington, VA 22230 

January 25, 2013 
 
RE: “ROSELINE: Enabling Robust, Secure and Efficient Knowledge of Time Across the System 
Stack 
 
Dear Dr. Gill, 
 
Atmel Corporation has worked with Prof. Thomas Schmid for almost one year, and we have been following 
his research on building a 2,400 node rapid deployable system with great enthusiasm. The nodes are using 
our latest generation of IEEE 802.15.4 radios, the Atmel RF233. 
 
Having seen Prof. Schmid’s earlier work, I read with great interest a draft of the ROSELINE proposal. 
Indeed, time synchronization, and the knowledge of time, is one of the most important services a wireless 
embedded control system provides. It is also a difficult topic, as knowledge across the different layers has 
to be combined. I am confident that with the team consisting of Profs. Mani Srivastava, Sudhakar Pamarti, 
Rajesh Gupta, Raj Rajkumar, Anthony Rowe, Thomas Schmid, and Joao Hespanha this cross-layer 
interaction can be solved, providing a new, more robust, and secure timing service that achieves higher 
accuracies and a confidence in the knowledge of time. 
 
As the Director of Engineering of Atmel’s MCU Wireless group, I fully understand the importance clocks and 
their accuracies entail for wireless communication. Especially in low-power wireless applications, where 
rapid startup, stability, and jitter have to be kept in a delicate balance in order to reduce the power draw of 
the communication sub-system.  
 
Atmel has a long history of creating high-end wireless products, and we constantly strive to improve them 
with the latest technology advances. We support this work by providing Prof. Schmid with some of the 
details on our wireless chip architectures, especially with respect to time synchronization improvements, in 
hope of developing a more advanced product in the next generation of our chips. 
 
Sincerely, 

 
Dietmar Eggert 
Director Engineering 
ATMEL – MCU Wireless 
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EXPRESSION OF SUPPORT 

FOR THE PROPOSAL ENTITLED 

 

"CPS: Frontiers: Collaborative Research: ROSELINE: Enabling 

Robust, Secure and Efficient Knowledge of Time Across the System 

Stack" 

 

 

The Dynamical Systems and Ocean Robotics Laboratory (DSORL) at the 

Institute for Systems and Robotics (ISR) of the Instituto Superior Técnico (IST), 

Lisbon, Portugal, strongly supports the proposal entitled "CPS: 
Frontiers: Collaborative Research: ROSELINE: Enabling Robust, Secure and 
Efficient Knowledge of Time Across the System Stack " by Prof. João Hespanha. Our 

laboratory has been maintaining an active collaborating with Prof. Hespanha 

for several years and this proposal provides the opportunity to expand this 

collaboration towards an exciting new direction of research. 

 

The work carried out at the DSORL is directed towards furthering knowledge 

in the general area of dynamical systems theory and applying it to the design 

and operation of autonomous marine and aerial robots. Theoretical areas of 

research include single vehicle navigation, guidance, and control (NGC), as 

well as  cooperative motion planning, navigation, and control of distributed 

autonomous vehicles under stringent communication constraints. The group 

has steadily forged strong cooperative links with research institutes 

worldwide, effectively contributing to the development of advanced tools for 

ocean exploration and exploitation.  The R&D activity has led to the design and 

construction of several robotic ocean vehicles (including autonomous surface 

and underwater vehicles and a fleet of 3 autonomous semi-submersibles) that 

have been widely used in European projects during missions at sea.  

 

Recently, we have been awarded a large EC research project entitled MORPH 

that aims to develop systems for the concerted operation of multiple robots 

underwater capable of adapting their geometrical formation to on-line detected 

features. The objective, pursued in cooperation with a large number of 

European partners, is to develop a new breed of systems for marine habitat 

mapping in complex 3D environments of which near vertical cliffs and 

overhangs are representative exemples. Central to the operation of such 

vehicles is the development of algorithms for tight formation keeping by 

resorting to inter-vehicle range measurements using acoustics. In parallel with 

the theoretical and practical problems on control and relative navigation that 

must be addressed, inter-vehicle time (clock) synchronization for extended 
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Interacting 
with TAACCS 
@ NIST/CMU



Roseline: Defining QoT and Making It 
Visible & Controllable across the System

35

Improve robustness, 
bandwidth, energy, 
buffer, location, and 

user experience

Enable time-centric 
apps in systems & 

domains with intrinsic 
time variability

Advance state-of-the-
art in clocking circuits 

and platform 
architectures

Drive CPS research 
with a deeper 

understanding of time 
& its system trade-offs



Thank you!


