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Thread A: Consistent credit assignment.

Challenge: RL requires a solution to the credit 
assignment problem in which the value of states and 
actions must be determined based on future rewards. 
In CPS, nearby trajectories may behave differently.
Recent work: Extending contraction theory to hybrid 
systems enables comparison of nearby states [1]. 
Multiagents systems can learn complex tasks with the 
right cost functions [2,3].

cyber-physical systems that pervade our world. The scale and complexity of modern CPS ensures it
is impossible to hand-tune algorithms to prevent unsafe or undesirable behavior. This project will
generalize and certify the performance of reinforcement learning algorithms applicable to systems
with hybrid dynamics that include continuous and discrete elements, and multiple cost functions
that arise in multi-agent settings or when CPS interact with humans. These algorithms will be
validated on a suite of benchmark problems and testbeds as illustrated in Figure 1.

Classical optimal control problem:

CPS have non-classical costs/dynamics:
Teleoperation of dynamic robotsConstruction with collaborative roboticsSocietal-scale systems as multi-agent games

• Hybrid or nonsmooth dynamics !
• Multiple decision-making agents with incomplete 

information (humans and autonomy)

Testbed 1 Testbed 2 Testbed 3

Figure 1: Overview of key challenges for certifying reinforcement learning for control of CPS.

Beyond reinforcement learning: certifying learning for control of CPS
As will become evident, the main research efforts proposed below are foundational and their

applicability is not limited to reinforcement learning in CPS. In particular, these efforts are relevant
in other control applications where measurements of the system are used to update knowledge of the
system behavior, including the established techniques of adaptive control and system identification.

In this proposal, we restrict our attention to reinforcement learning because this tool will plausi-
bly be used in the near future in safety-critical settings on CPS. Despite the growing enthusiasm for
these use cases, reinforcement learning algorithms are not yet mature enough to guarantee perfor-
mance when applied to control CPS. Specifically, as discussed above, non-classical dynamics arise
due to the intrinsic hybrid dynamics encountered in many CPS, and non-classical costs arise due to
the inevitable interaction of multiple decision-making agents.

The challenges introduced by non-classical dynamics and costs in hybrid and multi-agent systems
are fundamental to the science and engineering of CPS. In light of this observation, this project aims
to lay the theoretical and computational foundation to certify reinforcement learning algorithms so
that they may be deployed in society with high confidence, and more broadly to enable certification
of learning techniques for control of CPS.

1 Research description

Although the foundational ideas of reinforcement learning have their roots in scientific disciplines
including psychology, neuroscience, and statistics, two engineering communities have contributed
substantially to our theoretical and practical understanding of reinforcement learning algorithms:
artificial intelligence (AI) and control theory.

Motivated by the nature of digital computers, AI researchers focus largely on systems with
(finite) discrete state and action spaces [102, 112]; motivated by the nature of physical reality,
control theorists focus largely on systems with (infinite) continuous state and action spaces [7, 121].
Modern applications drive the deployment of these classical techniques on systems with a mixture
of discrete and continuous states and on systems with multiple agents, including humans. Examples
include: robotics [6, 33, 38, 58, 65, 68, 69, 79, 103, 115, 116], where intermittent contact between
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Thread B: Metrics and measures for 
assessing convergence. 

Challenge: RL algorithms must satisfy: 1) for fixed 
approximation scheme, convergence to some limit;  
2) as parameters increase, this limit converges  to 
optimum. Convergence is currently guaranteed for a 
very limited class of dynamics.
Recent work: Convergence guarantees for multi-agent 
systems including human/machine interaction [4].

Thread C: Scaling to high dimensions with 
value and policy gradients. 

Challenge: Differentiability is key to scale RL 
algorithms to high dimensions by computing value or 
policy gradients. However, trajectory outcomes 
generally vary non-smoothly with respect to states, 
parameters, and control inputs in CPS.
Recent work: Offline state estimation for hybrid 
systems [5].

Broader Impact: 
Workshop on Certifiable CPS

To facilitate a unified framework for certifying CPS, 
we are partnering with the UW Tech Policy Lab to co-
organize a interdisciplinary workshop

Broader Impact: 
Learning modules for undergrad courses

Guided by the outcome of the proposed workshop, 
we will develop and deploy learning modules for 
undergraduate capstone design courses

Figure. A multiagent team of quadrotors learns
how to maneuver through suspected hoops to
achieve complex objectives (e.g., green hoop
always before blue hoop)
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