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Motivation for Meso-scale Orchestration . | ... ...  Research Approach

* The generation, storage, allocation, and distribution of g ‘/ A bottom-up approach to developing resource (power/compute) resource
power, as well as computational resources among the g / /‘_u o management techniques for meso-scale systems across the system layers:
modules demands flexibility ; T * T1: Efficient circuit-and-architecture-level power delivery

* The semantics of precise resource management and 3 =  T2: Architecture-and-operating-system-level real-time resource scheduling
the complexity of high-level tasks are mismatched = LA * T3: Principled investigation and evaluation of mission-level CPS performance

* High model uncertainty exists due to diverse sources I \ (T1 tasks have been presented in prior years; we focus on T2 and T3 tasks here)
of variability, especially at run-time

Cross-layer System Resource Management S Full-stack Self-driving Evaluation Framework

Real-time GPU scheduling execution © @0 i %‘@“ » Autonomous vehicles (AVs) infrastructure leverage high-fidelity simulators like

» System-level resource partitioning improves utilization  ceeeu {“s“ p;ﬁiég%m CARLA / LGSVL running on Unreal Engine / Unity.

* (OS-level real-time scheduling guarantees hard deadlines Tl il * Full self-driving stacks such as Autoware / Apollo use the sensor data from the

Learning-based energy management : g& gg ggg g%g simulator to drive the vehicle

e Fast microsecond timescale power management (DVFS) “V 1“1( {fj WKJW  ROS nodes are used for relaying sensor data between the simulators and the

e Learning-based hierarchical controller structure Resource partitioning controllers b
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Mission-level Real-time Benchmarking

* AirSim APIs interface with simulate hardware and ___r g
provide ground-truth data about environment such &= ™
as collisions, actor position, etc. |

 GPU intensive workloads (e.g. machine perception)

 ROS2 serves as real-time platform
 Cinematography mission is used as an application
example to evaluate system end-to-end performance
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