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Project Objectives 

Introduction 
§  U.S. construction industry 
$1,153,175,000,000        +5-12% growth rate  
Value of Construction Put in Place in the United States, 2016        Commercial and industrial building sectors 

 
 

Project-Level Monitoring Task-Level Monitoring 
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§  Improving efficiency of the US 
construction industry is a national 
imperative. National Academies 2009  

Improve frequency, detail, and applicability of construction monitoring 
by automating collection, analysis, and reporting via camera-equipped 
UAVs and 3D building models, with following: 
 

§  Data Collection: record videos for progress monitoring and place 
cameras for activity monitoring using aerial robots. Objectives: 
guarantee completeness of model capture, improve control 
mechanisms to enable camera placement and close observations, 
and coordinate recordings and camera placement with feedback 
from visual analysis. 

§  Progress Monitoring: create 3D models of ongoing construction and 
compare to 3D plan models. Objectives: improve efficiency and 
reliability of image-based reconstruction, recognizing material 
properties and geometry, and provide confidence measures to pick 
informative camera viewpoints. 

§  Activity Monitoring: annotate crew and equipment activities from a 
network of cameras and to inform their placement. Objectives: 
recognize worker/equipment trajectories and activities from videos, 
and characterize modes of error in object detection as the basis for 
choosing camera viewpoints. 

§  Reporting: provide analytics that predict reliability of work plans 
based on current progress. Objectives: create reliability metrics for 
plans, formalize a classification mechanism to evaluate and 
generate both “sequencing” and “crew-balance chart” control 
alternatives for ongoing tasks and activities. 

§  Generate image-based point cloud models 

 
 

Pipeline of Structure from Motion +                
Dense Reconstruction 

Using 3D building model to form a 
constraint-based Structure from Motion 

§  Alignment of as-built and as-planned models. 

 
 

§  Geometry helps in Material Recognition – Knowledge of Materials 
helps with progress monitoring 

§  Visualize and communicate @risk locations based on plan 
reliability 

 
 

§  Why: Factors in poor productivity 
 
I.  Inadequate communication 
II.  Flawed performance management 
III.  Poor short-term planning 
IV.   Missed connections to actual progress 
V.  Insufficient risk management 

§  Limitations in current visual sensing methods 

       Time-lapse photographs                 photos need accurate localization        Challenges in standard SfM 
 
 
 
 
 
 
 
             Need for material recognition techniques  lack of semantics about product-process in 3D models 
 
 
 
 
 
 
 
 

 

Dodge Data and Analytics, ENR (2016). “ How satisfied, really satisfied, are Owners?” 

Schedule and Cost 
Performance 

Degol, J., Golparvar-Fard, M., and Hoiem, D. (2016). “Geometry-Informed Material Recognition” Proceedings, IEEE Computer Vision and Pattern Recognition (CVPR) Conference 

§  Worker detection, tracking and activity analysis 

 
 

§  Goal-Driven 3D Visual Data Capture 
•  Use 4D BIM as a prior to optimize drone flight plan for aerial image capture 
•  Predict visual coverage (performance) and proximity to structure (safety) 
 
 

•  Intuitive feedback 
•  Guarantees 

completeness before 
data capture 

•  Feeds commodity 
drones 

Mission Planning interface 

Execution validation 

Visual Quality and Safety feedback 

Flight Execution 

Cloud 
Exchange 

Improving Performance 
§  ChromaTag: a colored marker and a fast detection algorithm 

 
 

ChromaTag: A Colored Marker and Fast Detection Algorithm
Joseph DeGol,   Timothy Bretl,   Derek Hoiem

Problem

ChromaTag Design

Experimental Data

Results

Fiducial Markers are useful for 
adding landmarks to scenes for 
3D reconstruction

Detection Speed (752 x 480 pixel images)

Detection Accuracy

Total > 0 Detections
ChromaTag
AprilTag
CCTag 10.0

926.4 709.2
56.1 56.3

6.5

0 Detections
2616.1

49.0
18.5

RuneTag 41.9 2.4 71.3

Average Frames Per Second Detection Step

InitialScan
BuildPolygon
PolyToQuad

0.03 ms
0.08 ms
0.74 ms

Decode 0.04 ms

Average Time Per Step
0.52 msFindADiff

ChromaTag detection is 12x to 295x faster. Poly2Quad and FindADiff take the most time.

Chroma

Frames WB
NWB

Precision WB
NWB

Recall WB
NWB

10266
10303

April

96.9
95.7

46.0
42.9

64.0
67.9

96.4
98.2

Chroma
11238
10891

CCTag

96.3
95.7

100.0
99.9

64.5
66.1

45.7
46.3

Detection Step

InitialScan
BuildPolygon
PolyToQuad

2.8
25.8
1.6

Decode 1.1

Percent of Frames (%)
2.0FindADiff

Detection fails most during BuildPolygon.
ChromaTag has high precision and better recall than 
CCTag. AprilTag has higher recall but lower precision.

When detecting small tags is not important, ChromaTag’s speed and accuracy make it a good option.

ChromaTag Detection
State of the art markers run at or 
below camera frame rate (~30-60 fps)
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g
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Current approaches spend time on candidates that are later rejected

Input Image Gradient Fit Components Build Shape Decode

Limiting Initial 
Guesses

Early False 
Positive Rejection

Precise Corner 
Localization

Final False Positive 
Rejection and Unique ID

ChromaTag uses opponent colors for fast, accurate detection and precise 
corner localization

Data has varying lighting and pose (w/ example successful detections)

L Channel A Channel B Channel

Initial Scan Converge to Center Initial Polygon Build Polygon 1 Build Polygon 2

Build Polygon 3 Converge Polygon Fit Quadrilateral Refine Corners Final Detection

ChromaTag detections are built from initial detection of red differences

Polygon is expanded using scans in the direction of max potential area

Potential Areas Scanning Adding an Edge

2017 International Conference 
on Computer Vision

Red to Green Pixel differences on ChromaTag are easily differentiable 
from pixel differences in natural images

*tag size = sqrt(tag area)

Department of Computer Science
Department of Aerospace Engineering
University of Illinois Urbana-Champaign
Urbana, IL, 61801 USA

Markers add landmarks and can 
make 3D reconstruction more 
robust 

Other markers require spending time 
searching an image for candidates that are 
later rejected 

limiting initial 
guesses 

early false 
positive rejection 

precise corner 
localization 

final false positive 
rejection and ID 

ChromaTag uses opponent 
colors 

for fast, accurate detection 
and precise corner localization 

Input Image Gradients Build Shape Fit 
Components 

Decode 

TIME PER FRAME 

GOOD RESULTS IN 
PRACTICE 
much faster, similar accuracy  

Average Frames Per Second 
Total > 0 Detections 0 Detections 

ChromaTag 926 709 2616 

AprilTag 56 56 49 

CCTag 10 7 19 

RuneTag 42 2 71 


