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Introduction!
The project addresses fundamental problems in the target areas of 
technology and engineering of cyber-physical systems with human 
components, in which automation and human operators interact for 
high levels of performance in safety-critical contexts. !
Objectives:!
• The design and evaluation of robust fault-tolerant control (RFTC) 
systems yielding enhanced levels of safety in highly unpredictable 
environments;!

• The design and implementation of complexity reduction software 
architecture; and !

• The development and validation of quantitative human performance 
modeling techniques for achieving high levels of situation 
awareness.!

This research will close a key gap by developing intelligent 
architectures that can deal with concurrent cyber and physical 
failures, and addressing the design of CPH system interfaces that 
maximally inform human operators about automation’s behaviors.!

Human-Automation-Plant Architecture!
!

• Safe Envelope Protection: guarantee the physical system within 
safe operational limits.!

• High Performance Controller (HPC): designed for a nominal 
physical system with the purpose of optimizing system 
performance.!

• Robust High Assurance Controller (RHAC): provide basic 
functionalities for safe operation.!

• Decision Logic: determine when to switch from the HPC to the 
RHAC.!

• Diagnosis Module: responsible for fault detection and isolation (FDI) 
and controller reconÞguration.!

• Safety Monitoring System (SMS) and Situation Awareness (SA) 
Aids: ensure system behavior and automation compensation is 
transparent to the operator, including Automation Situation 
Awareness (ASA) and Behavior Shaping Constraints (BSC).!
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Current Status: L1Simplex!

Interface Design Approach!

We are currently developing display methods and simulator scenarios 
to gauge pilot situational awareness and address the concerns 
voiced. This will be done through two techniques.!

i. Display information about the state of adaptive control 
automation and the degree it is providing active assistance. (e.g. 
engaged, magnitude of inßuence, direction of inßuence)!

ii. Visualization of behavior shaping constraints on system state. 
(e.g. loss of control envelopes, envelope excursion status)!

By focusing on maximally informing the pilots with an accurate model 
of plant and automation state, we allow them to more fully utilize their 
expert knowledge.
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L1 adaptive controller to 
compensate for physical 
failures  

Switching Rule I: Switch when the estimate of physical uncertainty is large  
Switching Rule II: Switch when the state is about to leave the safety envelope 
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State Trajectory with Software Failures

State Trajectory with Two Physical Failures

A software failure happens at 
t=0.5s that makes the HPC 
generate random control inputs.!
Observation:!
• The HAC is activated when the 

state hits the boundary of the 
envelope!

• State convergences!
• The monitor did not detect this 

failure because it only detects 
physical failures!

Observation:!
• Switch was triggered right 

after the 1st failure.!
• The 2nd failure did not affect 

convergence.!
• The state follows the ideal 

trajectory.

Blue: ideal envelope!
Green: actual envelope !
Yellow: actual trajectory!
Red: ideal trajectory!
Circle: initial state!
Diamond: failures !
Cross: the HAC is activated!

Fault Detection and Isolation (FDI)!
System faults and uncertainties are identiÞed in a two-step approach. !
1. F F D I m e t h o d q u i c k l y 

determines that a fault has 
occurred and identiÞes a 
rough estimate of the system 
uncertainties so that control 
can be sw i tched to an 
appropriate RHAC. !

2. SFDI creates a more accurate 
model of the faulted system 
so that an appropriate HPC can be chosen.!

!
!The lens model describes achievement as the correlation between (1)  
situation  state and primary cues and (2) these cues and operator 
actions. We use information from the automation to provide additional 
cues which display automation state and system constraints.!
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of 
Situational 
Awareness!
!
(Diagram from Kirlik 
and Strauss, 2006)

The facilities at the  
Beckman Institute 
Illinois Simulator are 
used as an 
experimental platform 
to validate the 
research Þndings in a 
realistic pilot-in-the-
loop ßight scenario.

The project addresses fundamental problems in the target areas 
of  engineering of cyber-physical systems with humans in the loop. 
In  Cyber-Physical-Human (CPH) Systems, automation and hu-
mans cooperate to achieve high levels of safety and performance.
Objectives:
• The design and evaluation of robust fault-tolerant control 

(RFTC)  systems yielding enhanced levels of safety in highly un-
predictable  environments.

• The design and implementation of control techniques designed 
to maintain system operation within safety envelopes or best 
practices.

• The development and validation of human-automation interac-
tion and interface design techniques to maximize operator situa-
tion awareness.

This research will close a key gap by developing formal techniques 
and best practices for designing and evaluating partially-automat-
ed CPH systems to achieve levels of safety and performance be-
yond what could be achieved by either human expertise or auto-
mation acting alone.

Quantifying Loss-of-Control Safety Envelopes

Loss-of-Control Envelopes (after Wilborn & Foster, 2004)

Example Control Data: 1 Pilot, 3 Expt. Conditions

Red – Envelopes 
(hard and soft)

Green – Pilot 
command

Blue – Aircraft 
state

Variable:
SIDESLIP

ONE SUBJECT

ORDER: 3,1,2

Red – Envelopes (hard and soft)

Green – Pilot command

Blue – Aircraft state

Variable:

SIDESLIP

ONE SUBJECT

ORDER: 3,1,2

Scenario: Windshear onset 20s into scenario. Conditions: Top - Control. Middle -Display  
Augmentation. Bottom: Display + Control Augmentation.

Summary

One unintended side effect of introducing increasingly power-
ful, often opaque control automation into vehicles such as air-
craft and automobiles is that human operators lose situation 
awareness and cannot be counted on to readily and reliably 
re-enter the control loop when necessary.

The gist of this project to date has been to re-purpose infor-
mation provided by control automation used for safety enve-
lope protection from purely closed-loop control augmentation 
to the design of novel interfaces that allow humans to actively 
remain in the loop while still benefiting by the guidance pro-
vided by this automation.


