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6. Broader impact
• Offer great social benefits by enabling 

UAVs to work in human non-accessible 
or unspecified environments

• Foster innovative applications in 
robotics such as aerial transportation during humanitarian 
aid and disaster relief, thus boosting economic development

• Promote hands-on learning in undergraduate education and 
enrich graduate curriculum, and create opportunities for 
students to perform meaningful robotics research

1. Visual-inertial estimation
• Visual-inertial navigation system (VINS) or SLAM holds 

great potentials in practical applications:

• Goal: To estimate 3D motion & scene understanding 
using IMUs and cameras onboard unmanned aerial 
vehicles (UAVs)

• Technical challenges when extending to multi-UAVs:
q Consistent, distributed, cooperative visual-inertial

estimation under resource constraints

Pixel coordinates:

IMU kinematics:

2. Single-IMU/camera VINS
• Schmidt-MSCKF w/ loop closures [ICRA 2019a]

q Exploit Schmidt-KF for real-time consistent inclusion of 
old keyframes by only updating their cross-correlations

q Leverage MSCKF nullspace-based marginalization, 
allowing for efficient processing measurements of 
keyframe-based loop-closures

• Schmidt-EKF visual-inertial SLAM [CVPR 2019]

q Adapt the Schmidt-KF formulation to selectively include 
informative features in the state vector while treating 
them as nuisance parameters once matured

3. Multi-IMU multi-camera (MIMC)-VINS
• Multi-cam VIO [ICRA 2019b]

q Versatile MSCKF-based VIO using arbitrary number of 
asynchronous cameras

q Perform online calibration of both IMU-camera 
spatial/temporal extrinsics and camera intrinsics

• Multi-IMU VIO [ICRA 2019c]

q Resilient VIO utilizing 
an arbitrary number of IMUs

q Jointly propagate all IMUs 
while enforcing rigid-body 
hard constraints btw. them

q Provide continuous estimation robust to sensor 
failures of individual IMUs

5. Technical approach and innovations
• Resource-adaptive consistent 

visual-inertial estimation as 
constrained optimization to 
optimally utilize resources

• Leverage deep learning/AI to design visual-and-inertial 3D 
perception to semantically & spatially understand scenes

• Develop formal tools for characterization and co-design of UAV 
hardware and software systems

4. Cooperative MIMC-VINS
• To perform consistent cooperative visual-inertial estimation 
under resource constraints while addressing:

q Distributed estimation w/ relative 
measurements to other vehicles

q Asynchronous clocks on different 
UAVs and time-varying spatial and 
temporal calibration 

q Robust, efficient initialization of multiple 
UAVs to a common frame of reference

q Efficient data sharing under communication constraints
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