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Project Goal

Problem Formulation

Proposed Approach Application in Power System Controls

Sparsity-Constrained Learning

Experimental Testbed

To design fast, resilient and cost-optimal controllers for
extreme-dimensional CPS networks (such as electric power
systems) in a model-free way using massive volumes of
real-time streaming data.

Broader Impacts

1. Multi-vendor PMU-based hardware-in-loop 
simulation testbed at NCSU will be used for 
verification and validation
2. We will showcase resiliency of hierarchical RL 
based control for wide-area power oscillation 
damping
3. Sensitivity of RL control to CPS uncertainties 
such as delays, quantization, saturation and 
information loss will be tested 

• Undergraduate, K-12 and minority education in power systems via Science House and 
FREEDM ERC programs at  NC State

• New graduate curriculum on Machine Learning and Data Science
• International collaborations with Tokyo Institute of Technology in Japan
• Industry collaborations with power utilities (Duke Energy) and software vendors (SAS, ABB)

Neural networks will be trained with experimental data to identify clusters in real-time, as well as to 
identify desired sparse structures of local RL controllers

Hierarchical Reinforcement Learning

1. Time-scale separation
- P is averaging - several papers on identifying P (coherent groups) from 
PMU data, redundancy in observability

2. Low-rank controllability
- P follows from SVD of empirical controllability gramian
- Only gens with most influence on inter-area mode are identified 

How to group agents:

Cloud Layer with Virtual Machines

SDN Layer

Markov Chain Model for Service Rate Control

PMU data 
y(t)

Control Input 
u(t)
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Simplified Cloud Layer Model

Wide-Area Power Grid Model

Simplified SDN Layer

Markov Chain Model for Service Rate Control

PMU data 
y(t)

Control Input 
u(t)
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Centralized Learning

Hierarchical Learning

Main challenge is 
Curse of 

Dimensionality!

• Can we learn real-time Reinforcement Learning based LQR controllers 
for large and complex CPS networks in a tractable way?

1. Define projection matrices P that bring out a possible decomposition 
of local and global control objectives through low-rank controllability 
subspaces.

2. Design artificial neural networks (NN) that can quickly learn and 
predict P from data.

3. Design online hierarchical Reinforcement Learning (RL)-based optimal 
controllers that independently learn the local and global controls.

This controller will be significantly more scalable and faster than 
centralized RL due to its hierarchical structure involving smaller-

dimensional state feedback, and parallelization of the learning loops.

Data-Driven Reinforcement Learning Control of Large CPS 
Networks using Multi-Stage Hierarchical Decompositions
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