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The Challenge *

I1-02a: Fourth Graders’ Performance on the National Assessment of
Educational Progress (NAEP), by Subject, 1996/1998/2009-2019*

P1: 1/3 of American children do not reaching basic
levels of literacy, and 2/3 fail to reach proficiency levels Reading Math Science

of literacy. l
= PreK/Kindergarten is the most critical and cost- £ I I I

effective time to intervene.

year may not sum to
100% due to rounding.

Achievement Level

B At or Above Proficient
Basic

B Below Basic

704

= Learning outcomes has been worsened by COVID-19
pandemic

Share of Students Scoring at Achievement Level (%)

By the end of the 2020-21 school year,

P2: Many intelligent tutoring systems have been SCHCSNG HELE ONLavErazs Ve months
. . : : behind in math and four months

proposed, but neglect engaging young children’s social B N - behind fnsead g
and emOtlonaI Iearnlng abllltles and Only fOCUS On Cumu'lativemonthsofunfinishedIearningduetothep.andemicbytypeofschool,grades1.through6
inserting knowledge. e L - T - T ...

i o, D e e
—> Personalized, social robot augmented learning e v R o EE
interventions that are well matched to the social, P —— N — ol — )
emotional, and cognitive learning needs of young o R
children could dramatically improve school readiness. —

& Company
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Scientific Impact Goals

Impact #3: Contextually Grounded

Impact #1: Long-term Dialogic QnA

Personalized Reading Companion Question
. . . Proposal | ., Accounting for child engagement and uncertainty in
- Jibo Stations sent to children’s homes to question timing
support remote learning during COVID
pagdpemic. g J Verbal & « Contextually grounded dynamic question
Non-verbal generation and gquality assessment
Cross-tla_\sk_Lear]!‘llngl t.olaci_celerate y - Novel corpora of disfluency annotated child speech
personalization of multiple literacy tasks. and questions designed for spoken conversations
- Affective Personalization for maximizing Training
engagement and learning using hierarchical Data
reinforcement learning. txt/audio Time Alignment

Impact #2: Automatic Child
Speech Recognition

Real-time - Engaging speech collection protocol administered

ASR by a social robot and a novel longitudinal corpus of
child speech
- Effective child ASR system using transfer learning
16 in classrooms and 12 at homes Training & data augmentation techniques

Data - Diarization and speaker identification systems

to enable personalized learning and assessment
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* Advance computational methods, integrated
systems, and human factors insights for child-
centered conversational systems

* New Al-enabled assessment and intervention
methods to improve learning outcomes for early

literacy that is ultimately more scalable and cost-
effective

* Personalized learning companions that augment,
extend, and support parents and teachers in early
literacy goals in school and home settings

 Help to address early literacy learning gaps for
voung children due to the pandemic
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Scientific Impact

Automatic Reading Skill Assessment and
Learning Content Personalization

Personalized intervention is known to be the
most effective method for early literacy and
language learning but it is hard to achieve in
classroom setting

Innovation

« Word- and phoneme-level student models
based on Gaussian Process Regression
(GPR) guides personalized learning content
selection.

 An active learning protocol for efficiently
determining and introducing adaptive,
personalized content.

* An interactive tablet game (WordRacer) that
facilitates child-robot word pronunciation
game play
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Automatic Reading Skill Assessment & Learning Content Péfsbnqlization
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S. Spaulding, H. Chen, S. Ali, M. Kulinski, and C. Breazeal, “A social robot system for modeling
children’s word pronunciation: Socially interactive agents track,” AAMAS 2018.

|. Grover, H. W. Park, and C. Breazeal, “A semantics-based model for predicting children’s
vocabulary,” in [JCAI 2019.
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Robot Behavior PoIipy-_Pé;:br§°6nélization for Maximizing S;cuden‘c@'éE‘?‘ngagwement

Pilot Study Robots’ Role Switching Model Training Experimental Study

Personalizing Robot Behavior to Maximize

Engagement
Each student learns and is motivated differently, Training Data Reinforcement Learning Model Adaptive Condition
so the robot learning companion should
. . . . . . 143 episodes 11 episodes / child Personalized
personalize its behavior policy to maximize each 20 children Observations 20 chilren Role-Switching Policy
student’s engagement. | ' 00000 —
Child’s State Rewards »  Robot 0/0/0)00) —> 04_0
. t | . 00000
ot . | [oooos] — O=0O
00000 —
. Baseline Linear Function 00000 | — O‘_O
¢ RO-bOt I-earns RL pased -personallze.d rIOIe- Approximation for Q_Values coo coo
SW|tch|r_|g,behaV|_or policy that maximizes W] (W] W] eee [W] W] W Q0000 Ne=()
each child’s learning performance 00000 O=

Models for the robot’s different

collaborative roles (e.g., tutor, tutee, peer)
and a set of behaviors associated with each
role (e.g., question asking, encouragement,

@ Episode Data From the Pilot Study (O Episode Data From the Adaptive Condition

Child Bag Q<_—>Q Adaptive Role Switching Policy [W| Each Feature’s Weight for the Q-Learning Linear Function Approximation

providing information, etc.) H. Chen, H. W. Park, and C. Breazeal, “Teaching and learning with children: Impact of reciprocal
peer learning with a social robot on children’s learning and emotive engagement,” Computers &
* An interactive tablet game (WordQuest) that Education, 2020.
}‘acmt_ates child-robot peer-to-peer wora H. Chen, H. W. Park, X. Zhang, and C. Breazeal, “Impact of interaction context on the student affect
earning learning relationship in child-robot interaction,” in HRI 2020.
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Robot Behavior Poligy,Pé,f§6nélization for Maximizing Siudénf‘E"ngagement

Personalizing Robot Behavior to Maximize
Engagement

Each student learns and is motivated differently,
so the robot learning companion should
personalize its behavior policy to maximize each
student’s engagement.

 Robot learns RL based personalized role-
switching behavior policy that maximizes
each child’s learning performance

Models for the robot’s different
collaborative roles (e.g., tutor, tutee, peer)
and a set of behaviors associated with each
role (e.g., question asking, encouragement,
providing information, etc.)

* An interactive tablet game (WordQuest) that
facilitates child-robot peer-to-peer word
learning
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Trend Analysis of word test
scores shows the significant
advantage of the adaptive
role-switching policy (PEER
condition).

H. Chen, H. W. Park, and C. Breazeal, “Teaching and learning with children: Impact of reciprocal
peer learning with a social robot on children’s learning and emotive engagement,” Computers &

Education, 2020.

H. Chen, H. W. Park, X. Zhang, and C. Breazeal, “Impact of interaction context on the student affect
learning relationship in child-robot interaction,” in HRI 2020.
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Context-Aware Affective, Personallzatlon 1{e]g Relnforcement Learnlng Agents

using Reward Shaplng

—> Bayesian Inference
Personalizing Robot Behavior to Maximize

Learning Outcomes
Students show different facial affective cues

when learning new information. These affective _
cues can be used to guide robot’s role Student State Knowledge Estimate Number of Turns «— —

switching policy to maximize learning outcomes.

* Robot approximates optimal role-switching _
policy while incorporating facial affective Robot Action Tutor

engagement cues to maximize a student’s
learning gains.

Rewards from affective features are
AW v

conditioned on the context in which
behaviors are exhibited.

Student’s knowledge is estimated using :
Bayesian inference and further incorporated Rewardfunction L | Game-Based Rewards | + Affect-Based Reward

into the learning algorithm.
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Transferrable Multi-task Personalized Student Models
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Scientific Impact
Personalized student models have been

shown to improve student learning and

engagement outcomes N
Limited data and narrowly-focused
Interactions are two challenges researchers
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face in deveIOping deeply personalized mOdeIS —e— WordBuilder Singletask f —&— WordBuilder Singletask

—&— RhymeRacer Singletask

0.4 - —e— Transfer-WordBuilder-2 —&— Transfer-WordBuilder-2
—8— Transfer-RhymeRacer-2 —&— Transfer-RhymeRacer-2
Transfer-WordBuilder-1 Transfer-WordBuilder-1
Transfer-RhymeRacer-1 031 Transfer-RhymeRacer-1

o
F=y
!

0.3 A

Innovation 1'0 ZIO Numberoft::lgining samples (:I(I)Itasks) SIO 6I0 1'0 ZI(r)\Iumberoftrainii'(;samples (pert:l:k) SIO 6IO
(11 - - - b}
I\gu:)gtgzr Ee;:fgeasl.liz?]ﬂlonstudent models Transfer Model trades off small reduction in Transfer Model strongly outperforms single-
that are %ransferralgle a?:ross tasks avg performance for dual-task applications task model with same amount of target-task
’ with same amount of cumulative data data

iImproving model data efficiency and
domain flexibility.

Spaulding, S., Shen, J., Park, H., and Breazeal, C., “Towards

Task 2 _ transferrable personalized student models in educational
word spelling

Gaussian Process-based model set in a
joint word-space domain gives two game

tasks a shared representation games,” AAMAS 2021.

Instance Weighting protocol transfers prior Task 1 o Spaulding, S., Shen, J., Park, H. W., & Breazeal, C. “Lifelong
data based on task-similarity w.r.t observed phonetic awareness Em @ - Personalization via Gaussian Process Modeling for Long-Term
data points B HRI,” Frontiers in Robotics and Al, 8, 152. 2021.
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Why is Child Speech Recognition Important?

» The use of interactive technology is rapidly increasing
»Young children rely on speech to interact with computers

» Child speech recognition is used for several applications
including:
» Assessment in classroom environments
» Educational games
» Clinical diagnosis




Difficulties of Child ASR

» Lack of publicly available child speech data.
» Adult databases are typically used for training child ASR

» There is major acoustic mismatch between adult and child speech,
hence normalization is often required.

» Child speech exhibits larger inter- and intra-speaker variability
(compared to adults).

»Kennedy et al. (2018): 15% WER on child (4-6 years) digit recognition
using state-of-the-art ASR APIs (Google, Nuance, Bing, Sphinx).

»In contrast, adult digit recognition WER is < 2%




Progress at UCLA

1. Collected 55 hours of Child Speech

2. Developed ASR algorithms via:
Novel Frequency Normalization techniques
Novel Data Augmentation Techniques
Novel Self-Supervised Learning Techniques




1. The JIBO Kids Database

14



Database

* Collected 55 hours of speech data from 130 K-2"9 children

* About a third were bilingual or exposed to a language other than
English at home

* Some of the data is longitudinal

* Data included: digits, alphabet sounds, isolated words, GFTA words
and sentences, and unscripted narratives



Adult vs. Child Speech Spectra

18-year-old male saying /i/
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A. Common Technique: Frequency Normalization

»Warp the speech spectra of children to match that of adults or
vice versa...

Vocal Tract Filter
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Common Technique: Frequency Normalization

> Manpttheaneech spectra of children to match that of adults or
vice versa...
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Frequency Normalization

» Using Subglottal resonances as a normalization factor

» Using the fundamental frequency (f,) as a normalization factor

» A novel technique for frequency normalization based on models of
speech perception for large neural network-based ASR systems and
performs better than the widely-used VTLP technique

»Used f, normalization for data augmentation




B. Data Augmentation

» Neural networks need a lot of data for training and adequate
amounts of child speech data are not available

» Extract features in multiple ways from the same data

Speech File v1

Speech File v2

Data Augmentation
Technique

Speech File (e

Speech File v3

Speech File v4




Continuous Speech ASR

»How do the systems perform per-grade?

WERSs (%) of the BLSTM-HMM ASR system for the continuous speech experiment using OGI data.

(Yeung et al., 2021)

Testing Grade
f, Norm? f, Per? K | 2 3 4 S
No No 16.97 0.17 6.73 5.71 4.15 4.99
Yes No 17.44 9.17 6.19 4.80 3.47 4.93
No Yes 13.97 7.89 5. 27 5.11 302 4.35
Yes Yes 12.87 7.38 4.88 4.78 3.35 4.24




C. Our Group 1s the first to develop Self-Supervised Learning
Techniques for Child ASR

Two-step process:
o Pre-training on a data-sufficient task (adult acoustic models)

o Fine-tuning on the target low-resource task (child acoustic models)

pre- initialization fine-
traininf tuningT
adult speech data child speech data

Pre-training methods depending on whether the pre-training data is labelled:
o Supervised pre-training (SPT)

o Unsupervised pre-training (UPT)



Proposed Bidirectional APC (B1-APC)

Proposed Bi-APC: Decompose forward
computation of BLSTM into
o Forward path: predict a frame n steps after

the current frame given all the past frames. “**

o Reversed path: predict a frame n steps

Layer 2

before the current frame given all the future

Layer 1

frames.

Reverse Label
{mla veny Ly vony :UT}

Forward Label

{w-n: very Lfppy eoey LT ‘77.}




Results - Performance on different age groups

BLSTM-based child system performance breakdown based on age groups

WERs(%) KO-G2 G3-G6  G/7-G10

Baseline |8.87 1.24 5.1
+SPT 17.43 6.66 S5.11
+APC 18.07 7.03 5.40
+B1-APC /.23 6.91 J.26

Bi-APC provides slightly better results than SPT for younger children

The larger variability in younger children’s speech causes a large mismatch between pre-training and fine-
tuning when using SPT, while Bi-APC can learn more general initial parameters (prior knowledge) for fine-
tuning.

Current work: Use Bi-APC for other bidirectional models such as transformers.



Conclusions

Applying linguistic and acoustic knowledge helps to bridge the
performance gap in data-driven models for low-resource ASR.

We continue developing techniques for improved Child ASR and
currently are studying other dialects such as the African American
English dialect.
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