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Goal: Dense 3D reconstruction of moving actors in natural environments with multiple flying cameras
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View Planning: We propose a multi-drone system that
performs online view planning and recording with onboard
cameras. Then we process them offline to obtain high-fidelity
model of humans.

Multi-robot Coordination: We coordinate 
multiple cameras to reconstruct 3D body pose 
while avoiding obstacles and occlusions
Real-time formation planning that:
● Captures video for 3d human reconstruction 

in-the-wild
● Improves reconstruction quality compared to 

static formations

Dense Reconstruction: We propose a multi-view
system that predicts the 3D geometry of a clothed
human in each view and fuses them in UV space to
obtain a full geometry.
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Impact

Tracking: Our system tracks multiple targets with 
occlusion, crossover and diverse motion patterns.
Online and realtime tracking:

● Association frequency is 300 FPS with a single CPU
● Robust to crowded scenes and camera view change
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