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Fundamental Aspects of Efficient Multi-core Based Program Monitor

Accelerate Information Extraction
No instrumentation to the monitored code
Use generic hardware support Ex-Mon
Reduce Communication
Reduce stress on the communication queue
Distill-based monitor generated by compiler support
Automatic Parallelization of Monitoring Tasks
Distribute monitoring task on many cores or GPGPUs
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complex physical systems.
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