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Dynamic networks allow cyber physical devices to connect opportunistically to share and process data gathered from the physical world. Our project concerns dynamic networks of emerging cyber physical devices, such as smart phones and on-board embedded computing devices, that combine sensors with general-purpose computing environments. These dynamic networks provide a powerful platform of networked devices with significant computation, communication and storage capabilities. However, the opportunistic nature of dynamic networks also raises important security concerns.

Computations in dynamic networks, such as those needed for query processing, may be distributed to several untrusted devices. Some of these devices may be malicious in intent and affect the integrity of computation. It is therefore key to have mechanisms that allow one device to establish the trustworthiness of another device in the dynamic network. Without such mechanisms, devices in a dynamic network may be unwilling to participate or only provide limited access to their resources, which will in turn severely limit the enormous potential of dynamic networks.

In our research, we aim to develop new trust establishment mechanisms for dynamic networks. Existing mechanisms to establish trust, notably techniques based on trusted computing, are not directly applicable to dynamic networks of resource-constrained cyber physical devices. This is because previously proposed trusted computing protocols that allow a prover device to establish its integrity with a verifier device (e.g., IBM's IMA) are interactive and transfer large amounts of data between these devices. These protocols are therefore resource-intensive, both in terms of energy consumption and network bandwidth.

In our work to date, we have been focusing on understanding the performance and energy consumption of trust establishment protocols for dynamic networks. Using the SARANA1) dynamic network, and a trusted platform module-enabled machine, we determined that the cost of integrity establishment is substantial, 800 milliseconds per measurement. Longer running computations may require multiple integrity measurements, and as such, this cost can dominate the overall cost of both small and large computations.

1) Please see attachement
Attachement: Sarana – A Resource and Space Aware Programming Architecture for Dynamic Networks (CSR-EHS-0615175, CSR-EHS-0614949)
Spatially-aware and resource-aware distributed applications will be a major driver for future cyber-physical computing systems. Spatial-awareness leads to a host of interesting application possibilities including spatially-defined networks, space-dependent in-network information processing and distribution, location-based security and privacy mechanisms, and augmented reality multi-user gaming.

Simultaneously, there are technology drivers that are changing the computing and networking landscape. In particular, while fixed and stable compute and communications infrastructure still dominate, other more unstable or ad hoc resources are increasingly part of the picture. Computer systems designers must account for this hybrid fixed/ad hoc model to properly exploit the wide range of compute resources being deployed today. The goal of the Sarana project is to design and implement a programming model, runtime system, and network layer that will target this emerging space. The design is based on the belief that:

· Spatial-awareness and resource-awareness can usefully inform several system layers all the way from applications expressing their constraints and preferences in a spatial programming model, down to network-level (or lower) optimizations based on spatial and resource information.
· Spatial computing is almost always inherently distributed, and thus calls for       effective and novel mechanisms for distributed resource management. 

· Spatial computing is often highly dynamic. Nodes become available and unavailable frequently, due to reasons like mobility, energy constraints, communication constraints and others.  As a result, one must often orchestrate a combination of static and dynamic control and optimization mechanisms in order to accomplish application objectives with reasonable efficiency.

In this emerging and highly-dynamic space of distributed, mobile computing and networking systems, computational, storage, communication, and I/O resources are important and often limited commodities; as a result, some amount of resource distribution and resource sharing is inevitable. A resource cost model permeates all Sarana system layers, permitting users to express their resource needs and quality of result in units that make sense to them. The runtime system tries to produce the best possible outcome of an application execution for a fixed resource budget, thereby balancing the resource needs of applications and the nodes’ available resources.  
