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* Used closed-form gradient to design a model-based policy
gradient optimization algorithm to learn a sensing control
policy for tracking variable numbers of targets
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