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Abstract— This paper introduces an approach to synthesizing A second important class of techniques for obtaining
optimal decentralized controllers for distributed discrete event  decentralized controlles for DES start from models spetifie
systems with a linear structure. Any subsystem (except of & as Petri-nets. For example, the work reported in [15], [16],

last in the structure) demands a sequence of outputs from the . . o
next adjacent subsystem, in order to realize its own path irdg [17], [18] proposes different means to consider distriute

a goal state. This dependency is considered in the synthesisStructures of the plant, and/or to produce controllers tvhic
procedure for obtaining a local state-feedback controlleffor any ~ adhere to principles of decentralization where local con-

subsystem. These local controllers for discrete-event dgsns  trollers are assigned to modules or subsystems of the plant.
resemble the typical state-feedback control structure ofihear .
discrete-time continuous-valued systems. Any local corttler In contrast to the afore-mentioned classes of approaches,

is computed by algebraic computations, it communicates wit  this paper follows the lines of algebraic controller congaut
controllers of adjacent subsystems, and it aims at transfeing  tion as proposed in [19]. The main idea there is to transfer
the corresponding subsystem into the goal with a minimal —inciples of discrete-time linear time-invariant (LTHstems
sum of transition costs. As is shown also for an example, the . . . .
computational effort can be significantly reduced comparedio to the_doma'_n of DES, and in particular to moqd d'Str!bu_ted
the synthesis of a centralized controller. and hierarchical structures of DES by algebraic descrgtio
These ideas were used in [20] to obtain online-reconfigured
[. INTRODUCTION f
o o _ eedback controllers that account for the occurrence of

The motivation for the clas_s of _dlstr|buted discrete evengjjures or changing goal specifications. As in [21], the kvor
systems (DES) addressed in this paper stems from th¢ [20] employs DES models with a notion of transition
structure observed, e.g., in industrial production preess costs to enable an ordering of feasible solutions and theis th
with uni-directional supply schemes. Consider the exampleomputation of cost-optimal controllers. Both approaches

of an assembly process consisting of two machines, whefgyyvever, were formulated for monolithic systems only, but
the first machine assembles parts which are produced by thgt for distributed setting of DES.

second machine. When designing a discrete event controller

to establish the assembly procedure for the first mac:hmf,edbm:k controllers for distributed systems is addre

the second one must deliver the required parts at apprepri dcular for the li d q fruct atib
instances of time. The behavior and control objectives ef g particurar for the finear dependency structures mewetion
9ove. These structures allow computing local controllers

second machine must thus be aligned to the control strate bsvst telv. what derably red th
for the first. This also means that the controller of the firsy' SuoSYSIEMS Separately, what may considerably reduce the

machine is entitled to define (and communicate) Sequencesoc\)/ferall_computatmnal effort, co_mpared to the synthesis of
goal states to the controller of the second machine. One ¢ ﬁntrallzed controllers. In addition, the s<_:heme natyrall
easily imagine dependency schemes of similar type whi ﬁads to a set of local controllers to be implemented on
involve more than two production units. The objective OFeparate hardware. Thu§, the outcome of the procedure
algorithmically synthesizing discrete event controlietsch is compatible to the typical hardware structure of larger

make explicit use of the specific dependency structure is ﬂ%?cesses, "te' Ilt d(()jes no: reinUIretanl ad|t||(_)na}[I step dhagh
subject of this work. a large (centralized) controller into local instances grssd

With respect to existing work on control synthesis forl© the plant subsystems. Of course, the decentralized con-

DES, it seems fair to tag theupervisory control theory trollers have to account for the dependencies among the

(SCT) according to [1] as the most established approacﬁl.‘bsyStems’ such that appropriate communication between

In a language-based setting, algorithms based on the S([',hle local controllers has be established.
generate controllers to formulate the set of behaviorsiwisic ~ The paper is organized as follows: after introducing the
permissible according to a given specification. A large nungistributed system structure, the algebraic system repres
ber of extensions of the SCT exists, including approachéstion is described in Sec. Il. In Section Ill, the considere
to decentralized control [2], [3], [4], hierarchical sttuces control problem is formulated and the structure of the local
[5], [6], [7] including consistency [8], communication asys  control laws is introduced. As a main contribution, Sec. IV
[9], [10], [11], concurrency [12], modularity and abstriact proposes an algorithm for separate and sequential systhesi
[13], and the transformation in PLC programs [14]. of the subsystem controllers. This part also discusses sBomp
. o tational complexity and sketches different extensionstiSe

* Institute of Control and System Theory, Dept. of ElectriEalgineering vV ill h d b le f he d .
and Computer Science, University of Kassel (Germaryji | | mann, lllustrates the procedure by an example from t e omain
st ursber g}@ni - kassel . de of assembly processes, followed by some conclusions.

In this paper, the algebraic computation of optimal state



® transition from the statd € X' upon the inputa e U' is

Cl Ml ¢ S cttE 3§ independent of the output of the subsystei’.

A 7y 7y 7 7y Def 2: For an initial stateE' e X and an input sequence
v v © v v = {v},vi,..} with v\ € U" andk € T, the elements of an
pl e o ptle] p ol prtle < pz adm|53|ble rung, _{EO,El, .} and a corresponding output
@ sequenceg, = {Y,,Y},-..} of P' according to Def. 1 follow

from:

Fig. 1. Distributed system structure consistingzdéedback Ioop$Pi C‘)

and with linear dependency@ any subsyster®' (i # z) depends on outputs ) irgi )i i iyl zi i+1
of P*1, ® any controllerC' (i € {2,...,z—1}) communicates with the &1 = f,(gk’ Vi 1IF WV &) € {0,477} (1)
neighboring controller€~* andC'*; © any pair(P',C') exchanges local & else
state and input information. i
Yicr1 =0 (&ksn) 2)
O
Il. SYSTEM MODELING The else-statement in the first assignment refers to the case

The subject of this investigation are distributed processéhat no Input triggers a state transition.

which are suitably modeled by discrete event dynamics Since Sec. IV proposes a method for synthesizing state
and which consist ofz subsystems according te? — feedback controllers and in order to simplify notation, the

{(PL,....Pl,....P?}. Figure 1 clarifies the interconnection OUtputs are ommitted in the sequel according to the follgwin

structure of the subsystems: each subsys@nforms a assumption. . .

control loop together with a local controll¥ in the typical ~ ASSumption L:Any event ofP', i € {1,...,2} is assumed
understanding that the current stateRbftriggers a control 0 Pe observable, the stafg to be fully measurable and the
input of the controlleC' such that a transition d® leads to OUtPut functiong' to be defined as identity function. O

a desired next state. The dependency structure consideredn consequence, we ha¥é =Y, i.e. any occurence q;l‘k
here adds the following: (1.) a transition & (for i € in Def.s1and 2 can be expressed in termx‘kofn particular,
{1,...,z—1}) may depend on a particular output providedhe dependency dP from P'*1 as modeled byV' can be

by P'*l, and (2) the controlleC' (for i € {2,...,z—1}) understood now such that a transitionR¥frequiresP'** to
communicates wittC'~1 and C'*. This communlcatlon is be in a specific stata('+1 In context of the manufacturing
necessary to obtain the information which output has to b@rocess mentioned in the beginning, it seems justifiable to
sent fromP' to P-1, and which output”’ requires from assume that a part being required for assembly is eventually
PI+1 for further execution. The upcoming sections describavailable.

in detail how the subsystems are modelled, how costs areAssumption 2:In addition, we assume that the dynamics
introduced, and how the interconnection and communicatiasf all P', i € {1,...,z} operate on the same time domain
between subsystems are taken into account during comtrolig&  T), and that allP' iterate their states synchronousiy.

synthesis (offline) and controller execution (online). Given the typical cycle time of control hardware and the

order of magnitudes larger average time between evenss, thi

A. Definition of Subsystems assumption is certainly justifiable. (The understandirtas
The discrete event dynamics of any subsysim 27 is k enumerates the actual state transitions, not the hardware
defined as follows: cycles.)

Def. 1: The plant modeP' = (T, X', U’,Y' W', f'.g') con-
sists of an ordered domaif = {0,1,2,...} with an in-
dex k € T referring to an event time, the finite set of The control synthesis to be described below is structurally
discrete statesfk e X' ={1,....n} C N, the finite set of similar to that of (optimal) state feedback controllers for
discrete inputsv, € U'={1,...,m} C N, the finite set of linear discrete-time continuous-valued systems. It thaken
discrete outputy‘k ey = {1,....a;} CN, a deterministic state sense to represent the dynamic®bin a format amenable to
transition functionfi : X' x U' — X!, a dependency matrix algebraic matrix operations, compare to the scheme prdpose
Wi e {0,1,...,0i41}™*" betweenR andR_1, and an output in [20] for monolithic DES.

B. Algebraic Formulation

functiong' : X — Y' (often referred to adloore-typg. Def. 3: For P! with state setX' as introduced in Def. 1,
For i =z, the dependency matrix is set to a zero matritet the state vectok, € {0,1}"*! identify the plant state
= {oymxm, 0O  according toxg ; =1 if §, = j is the active state ik, and

To simplify notation, the set&’, U', andY' are introduced X j = O otherwise. For any inpuit e U', a state transition
as ordered index sets (which may, of course, enumerate ezn@trlx FI € {0,1}"*" is defined such that for any pa|r
symbolic identifiers). An elemew! (a,b) =y*1 >0 of the h,j € X" applies:F/(j.h) =1if j= fi(h,1), andF'(j,h) =
dependency matriw/' encodes that the subsysté@i® must otherwise. It is required tha'(j,j) =1 if R(p,j) =0 for
provide the outpuyt! € Yi+1 to enable inP' the discrete all p#j, p€{1,...,n} (meaning that the state with ind¢x
transition from the state € X' under the effect of the input has a self-loop, if no outgoing transition exists for theutp
aecU'. An entry Wi(a,b) = 0 means, however, that thel € U'). O



The interpretation ofy'(j,h) = 1 obviously is tha®' can transition costsfor P', where the entry1},(q, p) encodes
transition from statef, = h into stateé, = j upon event, the minimally possible local costs for the transfefRffrom

if in addition the dependency condition encodedW is  stateé' = p to &' =g O
satisfied. A run ofP' is now defined in algebraic form as  As will become apparent in the next section, the realization
follows: of paths with the costs in the matiiX,  is the very objective

Def. 4: For P!, let &' = {F]i_, .. '7Frir‘q} denote the set of of the feedback controller.
state transition matrices as introduced before. Given an
initial vectorx € {0,1}"* with 3% ;% ; =1 and an input I1l. CONTROL TASK
sequencey, = (v, V1, Vy,...) as in Def. 2, an admissible run

g = (%, Xi1 X,...) of P overT satisfies: Given the dependency structure &7 as defined before,

the transitions of subsystel® are only affected by the
_ {Fji .Xik’ if Vii( =] andWi(Vf(,f;i) e {0, EliH} f:urrent plant stgte aptl put npt any subsystem with higher
Xey1 = index. To considerably simplify the notation, we thus focus
in the following on just two subsystems indicated iby A
G andi +1=B. The section IV-C will later show, however, that
, - the extension to larger dependency chains is straightfokwa
For the computation of the control law fdP', it is Problem 1: Given a pair( &£, £B) of goal states of the two
necessary tha®'*! can indeed deliver the output signals togyhsystem®” andPB, the control task is to compute for both
P' that are encoded W/'. Thus, we require that any discretegypsystems local feedback control laws which generate for
state' € X' can be transferred into any other stdtec X' any initialization €2 € XA and&B e XB input sequenceg =

by at least one finite input sequence. As a preparation f%@a---deAfl) and@? = (vB,...,vge_;) which lead to runs
stating this assumption formally,raachability matrix R, is o = (&, -,EQ«) with E(?A = &2 and @ = (foB,---,E(?B)

introduced as: with &% = &P such that the global path costs:
X nj m AP
R = R 4)
2.(27)

It encodes (for the case that the dependency conditions
are satisfied) that for any pair of states taken fri¥fp a  are minimal. O
sequence of inputs exists which transfers the plant from Intuitively speaking,
the first into the second state. Similarly as introduced i
[20] for monolithic systems, a subsysteR can then be
classified axompletely controllableif R(g,s) > 0 for any
pairg,se {1,....,n;}.

Assumption 3:Any subsystenP' ¢ & is completely con-
trollable.

X, else

dA dB
Jglobal = .erlviA—l(EiA’ )+ .er' viEil(Eti &) )

the objective is to equip both sub-
QystemsPA and PB with local controllersCA andCB, which
establish the transfer from an arbitrarily chosen locdiahi
state into the respective local goal state such that the $um o
the transfer costs faP” andPE is as small as possible.
Before the particular structure of the local controllers is
introduced, it is shown that the combination of goal states
This assumption is justifiable in the sense that a proceg® andé&® is reachable from an arbitrary pair of initial states
in which a unit cannot deliver the output required in anothesf the two subsystems.
depending unit has to be characterized as not properly Theorem 1:The system? = {PA PB} with dependency
engineered. structure as introduced before is completely controllable
if both of the subsystem®” and PB on their own are

. . ) _ completely controllable according to Assumption 3. [J
The control task to be precisely defined in the next section

considers a performance measure in the sense that ang?:j(mf 1:fSr|1nce the transmor;s O; SU%XS'{?'ME inde-
subsystem should be transferred into a goal state with miRS" ent of the current state of subsystémand subsystem

imum costs. For this reason, local costé;. &) ,,vi) are PB is completely controliable, §1$?QUenn%§f inputg exists
assigned to any transitioﬁ(éi,vb _ Eli+1' While different t© transferB frorré an arb|t_rary initial s.tatd:'O into é¢. This
interpretations of such costs may be reasonable for a giv 0 means tha? an deliver any artxtr{;\ry output sequence
application, the most obvious ones are the time or the conr§ (@nd thus rgr.lq;() to subsysterrP®, i.e. any conAdltlon
effort in terms of energy (or a different consumed resourcdfrmulated forP™ in terms of the dependency mathix™ can

. : iofi B g A i
which is necessary to transfer the system figjnto €., , by be satisfied byP". SlnceP_ itself is f:omple_tely controlla/kile
the use of the input;. as well, a sequence of inpug' exists which transfer®

C. Local transition costs

Def. 5: Given P', a local cost matrix M} € RI™ is into an arbitrary goal statég" 0
defined for anyj € U, such that (i)I‘I‘j(q7 p) = 1(p,q, j), The type of state feedback control law to be determined
(ii) nij_(q, p) = oo; if t_he_ tranis,ition fromé, = p to Eii(i“ =qis within this paper is chosen to be:
infeasible withv =] (|_.e._ Fj(a.p)=0), and (|||)Uj(p, p) = VA = A KAER) xp € UA ()

0 for all pe X', jeU' (i.e. self-loops do not incur costs). B B UB .B B
Furthermore, the matrix1,,, denotes theminimal local Vg =u--K%-xe e U (7)

opt



@ &B the optimal transfer costs (according to Def. 5) for any péir

cA cB initial and goal state iXB. Since the synthesis &2 does
A VA 5,':3 @ A not depend on any other subsystem, the online-procedure
A K EkB ©) vE presented in [20] can be used for the transfer in a temporary
Skl vO® v goal stateéB. The more intricate task of synthesizimf',
pA 5 PB see step? in Fig. 3, which builds upon the matriMcE,‘pt, is
©® ¢ subject of the next section.

Fig. 2.  Online-execution for one state transition R} including the
provision of EkB by PB. The numbers indicate the order of information
processing.

IV. CONTROLLERSYNTHESIS

This section describes the algorithm to compute the con-
troller matrices by which a subsystem reaches a goal state
where U is the row vector of all local input indices in with _minimal costs. In addition, it is shoyvn that th(_e conlkw!

U’ (in ascending order) an&' € {0,1}™*" is a local matrlf:fes can be computed S(_aparately if the matrp( of optimal
controller matrix, compare to [20]. The interpretation OiIr_ansm(_)n c0§ts fro_m the_adjacBen_t subsystem with th_e next
these laws is (identically to state feedback in continuod%'/%her index is available, i.e. Mgy is known for computing
systems) that the multiplication of a feedback matfixK KA. The posr_uve effect on the compl_Jta_mor?aI effort necessary
with the current state(L selects the input value from the for decentrallze_d controller synthesis is discussed indke
setU'. The multiplication is thus equivalent to choosingP@'t of the section.
one of the possible events ib' to trigger the desired
transition. It is important to note here that, in generag t
input generated by the control law of a certain subsystem Algorithm 1 for computing the controller matrik” fol-
(except of the one with highest index) depends on thiews the dynamic programming principle [22]. It can be
current plant state of the own subsystem and the curreinterpreted as a version of the Bellman-Ford algorithm (see
plant state of the subsystem with the next higher indeX23]) with reversed transition through the graphRff with
For the specific case dP* und PB, this means that the additional consideration of the dependency on the state of
controller matrix KA(§2) depends on the current plantthe subsysten®®.
state §2 of subsystemB, while KB is independent of the  As input data, Alg. 1 requires the transition cost matrices
state of another subsystem. For this reasiéfi, actually N4 of PA for all v € UA, the dependency matriw?, the
consists ofng single controller matrices. For simplifying matrix ng‘pt of optimal path costs of subsysteB) and a
notation, the set of all of these matrices are referenced Ipair of goal state§,:A and EFB_ The algorithm starts with
the expressiorK”, while the one specific controller matrix initializing the entries of the controller matricé&*(£8) to
in KA corresponding to a particuld® is denoted byK”(&B). 0 for all £B € XB, and the cost matrikl is initialized to o

for any entry. In the course of the algorithm, the mattixc

The online-execution of the decentrally controlled disR™ "™ is jteratively updated to contain upon termination in
tributed system takes place as visualized in Fig. 2: Whethe element;(j,|) the minimized costs for transferring?

C* receives the information from” that state* is reached from the state paij € X2 andl € XB to the specified pair of
@, C* sends theequestto C® that P® has to reactff (as goal states. The transfer requires at mioesg steps since, in
temporary goal state d*®) @. This state is encoded K"  the worst caseP? has to wait fomg steps until the relevant
in order to realize a cost-optimal pathRf into its goal state - dependency condition of the respective step is satisfieis. Th
xg. Then,CB realizes a path oP® into &8 (possibly several s due to the fact that the number of transitions to transfer t
steps in@). The controllerC® communicates taC* the completely controllable subsysteR§ between two arbitrary
information that the requested state is reacBedEventually, states is at mostg. The initialization of the cost matriklg

the control inputvf® supplied byC* together with? send s modified to zero for the element which refers to the pair
by PB triggers the state transition i* (5. of goal stategé£,&P).

Figure 3 illustrates the flow of information for the offline- |n the first step of the main while-loop of Alg. 1, the
computation of the control laws. In the first st€D, the cost matrixH; is initialized to the result of the previous
matrix KB of controllerC® is synthesized, anfl§, contains iteration. In any iteration, the objective is to check if asto
reduction inH; is possible for any combination of discrete
states{1,...,na} € XA, discrete inputg1,...,my} € UA, and

hA. Synthesis algorithm for two subsystems

B
@ cA Mopt cE @ discrete stateq1,...,ng} € XB. In detail, the costs for a
7y transition ofP* from statek to statej triggered by the input
Ef Vﬁ\ ka VkB m are computed and compared to the best costs computed
E: so far. For this transition, two cases have to be considered:
PA < 3 P PA requires thatP® is currently in a specific discrete state

(WA(m,k) > 0), or the transition fronk to j by inputm is
Fig. 3. Information flow within the offline synthesis & andKB. independent of the current state R} (WA (m,k) = 0).



Data: Transition cost matriceEIﬁ, dependency matriyA,
the matrixM§, goal state€f* and &2
Result Control matricesk”(&B) to transferP” and PP to the

goal states with minimized total costs

KA(EB) = 0™ for all EB=1,....ng;

- NaXNg -
Hp = oo"axTle;

Ho(¢2,&8) =0;

sinceWA(m,k) = 0 encodes that the currently investigated
transition of P* is independent of the current state Bf,
only the local transition costs ¢** are determined, and;
is checked for a cost reduction. If the costs are lowered, the
controller matrix is updated.

The algorithm terminates at the end of a while-iteration
if Hi = H;_1 applies, i.e. if no further cost reduction can be

icozmlr(.)l =0; determined. Since the longest path (without cycles) batwee
while control = 0 do two arbitrary states oP” does at most containa states, the
Hi = Hj_1; number of iterations of the while-loop is also limited ri@.
for k=1:na do The controller matrice&® for the subsysten®® can be
for ;n:ll_: T{* dod computed by a simplified variant of Alg. 1: since no depen-
or - (ir:‘?]/.\)(?Fnﬁ\(:’k); dencies to another subsystem are present, the dependency
if WA(m,k) > 0 then matrix WB is a zero-matrix andH; is one-dimensional. This
r =WA(m,K); means that the cas&/®(m k) > 0 never occurs, and only
if Hi—l(jJ)+n%(j7k)+ngpt(r7l) < those for-loops are required, which correspond to the state
Hi (k1) then and input sets of the subsystePR. This variant of Alg. 1
Hi(k1) = A 5 leads to the simplified synthesis procedure presented in [20
Hkl(lvr)+nm(lvk)+”opt(rv|); The local controller matricesK” and KB determined by
EA(:)(:7k)k:Oi- these algorithms transfer the system frambitrary initial
end (hmk) =1 states&f* and &8 into the specified pair of goal statég'
else and &8 with minimal global costsJyiopal according to (5).
if Hig_l(JJ)ir”ﬁw(lv_k) < H‘gk’.l) ﬂ?en B. Effort estimation of the controller synthesis procedure
I(kl) - H|,1(j,|)+nm(j,k),
KA (:,k) = 0; The computation of the controller matric&$' andK® by
KA (mk) = 1; the method introduced in this paper consists of two parts.
end The first part includes to compufe5,; andK®. The compu-
endend tational effort for this task is of the order(ngmg +n3). The
end computation ofkK” represents the second part, and its com-
end putational effort grows witho’(nzmang). Hence, the overall
if Hi = Hi_1 then computational effort is of the order(ndmg +nZmang +ng).
| control =1; A natural algorithmic competitor of the procedure
else proposed here is a centralized design, i.e. to compute
| i=i+1; " A B
end the parallel composition oP® and P®, and to apply the

procedure as mentioned above % to the composition.
The computation of local control laws for the composed
system consists of 4 steps: First, the composition and
the corresponding transition cost matric@§ have to be
determined, leading to an effort of the ord@&(nansmamg).

of P (as required for the transition d#) is determined. This step is followed by the determination of the matrices

: " 2
Then, the costs for the considered transition are compth&h Optr']mj‘l one-step transﬂ;]on COStS”W'm(nAr_'BTAmBh)'
by MA(j.k)+MBy(r,1). This value is composed of the local The thir dstep Compl::es t f?f coglﬂtprozeg mathx gr the
transition costsM4(j,k) and the optimal transition costs composed system with an effort @f(mxng) (according to

ﬂgpt(m) assigned to a transition necessary to satisfy thtge procedure in [20]). Finally, the controller matrick$

B . .
dependency condition of the considered transitiorPdf If andK® have to extracted fror, what incurs computational

: - . .costs of &' (nang). In total, the effort for this alternative to
this transition leads to a cost reduction for the momenntaril .
) ) N B . compute the local control laws can be summarized to be of
investigated combination of stat&8 and|B, i.e. if:

order (nZngmame).

end
Algorithm 1: Computation ofKA(&E).

For the first case, the discrete state= WA(m,k) € X5

Hi—1(j,1) + MR, K) + N5u(r,1) < Hik,1) (8)

applies, the value of(k,1) is updated to the lower value. C- EXtensions of Algorithm 1

In this case, the entries of the controller matrix are updiate The algorithm 1 is formulated for the case of one specified

by replacing a possibly existing non-zero entry ot for pair of goal states¢f and &B. However, the algorithm

the currently investigated state by zero, and by setting tiReicceeds also in computing the controller matk® for

entry KA(I)(m,k), which corresponds to the momentarilyarbitrary sets of goal states by setting the value 0 to all

investigated pair of state and input, to 1. entries ofHp. For the example of a paif,él and E,El of
The procedure for the caseW(m,k) = 0 is very similar:  goal states as well as a pﬁ,ﬁz and E,Efz respectively, the



entriesHo(&£y,&P4) andHo (&£, &E,) have to be set to zero,
while the rest remains the same.
As already mentioned, the proposed synthesis procedure

1A 2,58
is also applicable for system% with more thanz= 2 sub- /

systems, but the computations require slight modifications 1A 2 58 49,48 4,9,4%
While for z= 2, the computation oK” requires the matrix / \

NS, the case foz =3 with &7 = {P* P® PC} requires a @ oA 3 4B

matrix I'IE’& when determining”. The matrixI'IcEf’pct contains \
the optimal path costs for any combination of initial states
&8, &§ and goal state&B, &F with &8, &E € XBand&§, &€ €

XC. In addition, the controller matriX” depends on the
current state, of P® and the current statg" of P. Thus,
the matrixHg € R™*"8x"c has three dimensions, such that

the alg_ont:hm h%s to (c::omprlse a further for-loop over thie-ig. 5. Graph of the mounting machifé. The transition labeling includes
states inX™ = {1%,...,ng}. the discrete inpuvy, the transition costsr(&2, &R 1, vy), and the entry of

the dependency matr/A. For the sake of clarity, self-loop transitions are
not shown.

V. ILLUSTRATIVE EXAMPLE

The method introduced before is now illustrated by appli-
cation to a relatively small section of a larger manufacigri £”=1*, a bent blue producg® = 2*) or a bent red product
process. It consists of two linearly dependent machine&” = 3") is mounted to the base plate.
whereP® represents a bending machine which can produce Since no buffer is present in between the machiRés
parts of two different shapes. Fig. 4 shows the transitioand P2, it is important that machinB produces a part only
graph of P® containing the discrete states, discrete inputdf this is required currently by machin@®. The transitions
and costs of the transitions representing the bending psoceare here denoted such that, e.g., the transition fém- 1*
Starting from an initial stat€® = 1B, two different shapes to &A= 2" encodes that this transition is triggered by the
(represented b§ = 2B respectivel\é = 38) can be produced. local input vA = 14, entails costs of 2, and requires that
The notation of the transition fron§B = 1B to &8 = 2B machineP® is currently in state % All other transitions in
encodes that this transition is triggered by the local inpuhis graph either correspond to mounting a red product or
vB = 1B and entails costs of 2. Note that after the firse blue product. It is important to note that mounting a red
bending process, it is possible to reshape the two types pooduct requires another tool than for a blue product. As the
the respective other type with additional effort. Subsedjye tool change entails additional costs, the transition crets
a varnishing process withiR® leads to the final products: 6* to 7 (which is structurally identical to the transition from
&B — 4B represents a red product, agfl = 58 represents a 5” to 7%) are higher. Note that all inputs which do not change
blue product. the discrete state have zero costs.

The other machine (modeled @& and supplied by  Based on the transition graphs, the dependency matix
PB) mounts the bent parts and a base plate to one newnd the matrix15,, of optimal path costs are computed:
product according to two different specifications: The first
end product consists of two blue components, while the

second one consists of two blue components and one red 55 00 05 045 11
: o . 2 01 3 3

component. Fig. 5 shows the transition graph correspondl\@Ai 4 0 00 0O B _13 3 0 4

to PA, containing the discrete states, discrete inputs, costs ~ [0 0 5 0 5 0 ooptT 5 3 40 6

of transitions, and the dependency conditions. The mogntin 0 40400 2 7 48 0

process can be understood as follows: From the initial state

The controller matrices of machi® are computed, and
78,1 obtained for the example of a goal st = &2 to:

/ 182 58,3 [1
/
B 381|483

o e
\ o

Fig. 4. Graph of the bending machif®. The transitions are labelled
by the discrete input?, and the local transition costs(&2,&2 ;. vE). No Subsequently, Alg. 1 can be used to compute the controller

self-loop transitions are shown. matricesK”(&B) for the pair of reference statég = 7 and

78,1

OO PFrPrPOO0OO0OO0o
[cNeoNoNol Nele]
[cNeoNeoNeNeNell o
—Nelolololole]

OO OOOOo



&B = 1B. For the example of2 = 28, the result is
(1]

0000O0 1
100000

KA28)=|0 0 1 0 1 O [2]
010100
000000 [3]

Now consider that the current states 2Aand&B =28,
The path with minimal local costs fd®" is 24 — 44 — 7A,
Nevertheless, the controll@”" chooses the inputf = 44,
which corresponds to the patf 2+ 5°(— 7). The reason
for this choice is that the incurred local costs for the
corresponding path dP® are lower as the contribution for (6]
the path 2 — 5 — 72 of subsystenPA.

The time for the computation of this control law with an [7]
implementation of Algorithm 1 in Matlab is 5 milliseconds
(Intel® Core™™ i5 CPU @ 2.67 GHz x 4). For comparison, [g]
the solution with parallel composition &* andP? and sub-
sequent computation of a centralized controller (as sketch
in Sec. IV-B) requires 0.31 seconds for the same example,
i.e. the effort is by a factor of 60 higher already for this #ma
example when using a centralized design. [

(4]

(5]

VI. CONCLUSION (11

The paper has proposed a method for computing locglk;
controller matrices for DES with linear dependency streetu
The local controller matrices generate discrete input$ suét®
that a global cost criterion is minimized. The sequentiaheo
putation of the local conrollers enabled by the dependenéifl]
structure leads to a significant reduction of the computatio
effort compared to parallel composition and computation qfis;
a centralized control law (which may be implemented in
decentralized fashion afterwards). This is shown exeriplar
for the computation of a control law for a structure conaigti
of two subsystem®” andPB. The reason for the significant
effort reduction is the separation of tasks, since the odletr
KB can be determined independently Bf. As a further
result of the computation of the local controller matrix for{18]
PB, the matrix M5, is generated. This matrix enables the
controller ofPA to compute local controller matrices without[19]
explicitely considering the dynamical processesPBf The
main advantage is that the numbeg of possible discrete |,
input values ofPB is only relevant for the local synthesis
of KB. For Alg. 1, the numbemg is not relevant, i.e. the
algorithms for computing” andK® are less dependent on
each other as in centralized computation.

Topics of current investigations are the extensions t&2
tree-like dependency structures as well as the use for hix
directional interconnections of subsystems.

[16]

[21]

[24]
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