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Scientific Impact

* Novel methods for using natural

language to improve task learning
‘ from limited training data.
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* Use natural language to provide

intermediate shaping rewards for
deep reinforcement learning.
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* Improve education for grad, ugrad
(FRI), and HS (First Bytes) students.

* Measure improved learning rate from
using natural language narration.
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