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• The schedules of intermittent learning are either 
based on time (interval) or on behaviors (ratio) 
and can be fixed or variable.
q Fixed-interval schedule is when a behavior 

is rewarded after a set amount of time. 
q Variable-interval schedule, is when a CPS 

agent gets the reinforcement based on 
varying and unpredictable amounts of time.

q Fixed-ratio schedule, is when there are a set 
number of responses that must occur before 
the behavior is rewarded. 

q Variable-ratio schedule, is when the number 
of responses needed for a reward varies. 

Why Intermittent Learning in CPS? 
Allow full CPS autonomous operation in the face of unknown, bandwidth
restricted, and adversarial environments

This distinction in the quality of
performance can help determine
which reinforcement method is most
appropriate for a particular CPS
situation; fixed ratios are better
suited to optimize the quantity of
output, whereas a fixed-interval can
lead to a higher quality of output.



Description

Goals of This Project:
• How can we incorporate and fully adapt to
totally unknown, dynamic, and uncertain
environments with intermittent learning?

• How do we co-design the action and the
intermittent schemes? How can we
provide quantifiable real-time
performance, stability and robustness
guarantees by design?

• How do we solve congestion and
guarantee security?



• Static and intermittent learning through approximate dynamic programming
• Dynamic intermittent feedback design For containment control
• Predictive intermittent Q-learning with application to CPS/IoT

Findings



• Learning the levels of intelligence
• The limiting conditions as the cognitive levels increase, as well as when the CPS agents 

fully coordinate, are shown to converge to the Nash equilibrium.
• Each level-k agent behaves based on intermittent and subjective beliefs of the others' 

behaviors.

Findings



• Proactive defense - Probabilistic switching combining overall uncertainty/optimality for 
non equilibrium intermittent learning.

• Reactive defense – Isolate the suspicious learning components.

Findings
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