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The objective of this research is to enable operation of synthetic and cyborg insects in complicated environments, such as outdoors or in a collapsed building.  As the mobile platforms and environment have significant uncertainty, learning and adaptation capabilities are critical.  The approach consists of three main thrusts to enable the desired learning and adaptation: (i) Development of algorithms to efficiently learn optimal control policies and dynamics models through sharing the learning and adaptation between various instantiations of platforms and environments.  (ii) Creation of control learning algorithms which can be run on low-cost, low-power mobile platforms. (iii) Development of algorithms for online improvement of policy performance in a minimal number of real-world trials.

Success in this research project will bring society closer to solving the grand challenge of teams of mobile, disposable, search and rescue robots which can robustly locomote through uncertain and novel environments, finding survivors in disaster situations, while removing risk from rescuers.  In year 1, we have made the following first steps towards these goals:

(i) We have developed hardware and software for efficient experimentation with cyborg beetles.  Our setup enables efficient wiring and electronically interfacing with the beetles and automated tracking and recording of flight experiments.  Our experiments are automatically stored into a database, which enables efficient inspection of results---which is further aided by the visualization tools we built.
(ii) We have developed hardware and software for efficient experimentation with biomimetic robots. To capture the large data sets needed for learning dynamics and behavior, an 8 MB flash memory has been interfaced to the ImageProc 2 CPU which is used for robot control. Previously we were limited to 16 KB of on chip RAM, which was a single 120x160 video frame or about 1 second of gyro/accelerometer data. With the new memory, we will be able to capture 200 frames and record robot operations for several minutes for later off-line analysis.

(iii) We have extended the state of the art in policy search reinforcement learning methods.  Likelihood ratio policy gradient methods have been some of the most successful reinforcement learning algorithms, especially for learning on physical systems.  We showed how the likelihood ratio policy gradient can be derived from importance sampling.  This derivation shows that likelihood ratio methods under-use past experience by (i) using the past experience to estimate only the gradient of the expected return for the current policy, rather than to obtain a more complete estimate of expected return as a function of the choice of control policy, and (ii) using past experience under the current policy only rather than using all past experience to compute these gradient estimates.  We developed a new policy search method, which leverages both of these observations as well as generalized baselines---a new technique which generalizes commonly used baseline techniques for policy gradient methods.  Our algorithm outperforms standard likelihood ratio policy gradient algorithms on several test beds.

