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Project overview

Goal: create and solve realistic
models for coordinating teams of
humans and robots in uncertain
environments

1. Re-conceptualize multi-human teamwork
that include dynamic, stochastic
environments

» See Intention Modelling for Teaming
under Uncertainty [4][5]

2. Develop realistic (POMDP) models of
human-robot teamwork with uncertainty and
partial observability
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Environment

ted

3. Create scalable techniques for planning and
learning in these models

« See Bayesian Reinforcement
Learning (RL) for POMDPs [2] and
Belief-Grounded Networks for
Accelerated Robot Learning under
Partial Observability [3]

4. Test in simulation and emergency
department (ED) settings

» See Situating Robots in the
Emergency Department [6][7]

Bayesian Reinforcement Learning (RL) for POMDPs
Developed scalable deep Bayesian RL methods for POMDPs [2]

» Bayesian RL can optimally balance exploration and exploitation ‘N_L
» Ideal for online learning—optimally sample efficient!
« Can be computationally challenging, but combined with deep reinforcement learning to improve scalability

* These methods outperform previous methods, allowing learning in large POMDPs
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« Explicitly consider uncertainty over possible trans. and obs. models Small problem/similar performance
« Can start with prior over models and update based on observations

 Can now have belief over state and models 4
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Scalable solution methods
« Combined scalability of deep RL with sample efficiency of Bayesian RL [2] =

— BADDr

« Sampling method for scalable particle filtering and planning [2] - t’fﬁiﬁ EZEEZ
Results

« Can learn similar to tabular methods [1] on small problems —

« Can now solve significantly larger problems ToEE R e o

Big problem/previous methods can’t solve

Belief-Grounded Networks for Accelerated Robot Learning
under Partial Observability [3]

Problem

* Many tasks can be simulated and have privileged information (true states, models) during training

« However, when being deployed the agent only has partial observability

» How to leverage this privileged information during training? . N | ;S;g,;,x_.[n(‘,m] _{ ]
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» Use ground-truth beliefs to improve the history feature
extractors --> better features --> better action selection

» Applied to an advantage actor-critic (A2C) agent

* During training, add two branches (blue) to a standard

A2C agent to reconstruct the beliefs from the history

During deployment, only the actor network is used
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» The proposed method (brown line, +BGN) outperforms = "
all baselines (even the one using ground-truth beliefs)

» Policies learned in simulation can be transferred
zero-shot to work w/ real hardware
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Intention Modelling for Teaming under Uncertainty
Created new deep learning methods for non-visual activity modelling [4]

« Can detect both fine and gross motor movements, is immune to occlusion and avoids privacy concerns of
visual sensing, augments linear and angular velocity w/ muscle activity data from wearable (Myo)

« Our methods outperformed the state-of-the-art classifiers by 28%, sEMG+Inertial yielded significantly
higher classification accuracy than inertial alone

« Wearables are well-suited to activity recognition in uncertain environments
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Designed new approaches for multimodal contextualized activity recognition [5]

« Created new multimodal dataset of gross and fine motor tasks (EMG/Inertial/MoCap), compared multiple
activity recognition approaches for recognition suitability, employed early fusion

« Results suggest complementary strengths of each sensor type — task type should be taken into account
when engaging in sensor selection
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WE AVERAGED THE F1 SCORES FROM EVERY TRIAL. A HIGHER F1 SCORE IS BETTER.
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Situating Robots in the Emergency Department [6,7]

Problem: The ED is an uncertain environment in which mistakes can be deadly and providers are over

burdened.; well-designed & contextualized robots could relieve providers of non-value added tasks and
enable them to spend more time on patient care. e.g., delivery robots.

Approach: We used domain knowledge to characterize staff workflow and patient experience, identify key
considerations for robots in the ED, inc.: safety, physical and behavioural attributes, usability, and training.
We introduced a task representation [5] and new acuity-aware social navigation algorithm [7] which
incorporates both patient criticality and staff workflow.

Results: We introduced the Safety-Critical Deep Q-Network (SafeDQN) system [7], a new acuity-aware
navigation system for mobile robots. SafeDQN is based on two insights about care in EDs: high-acuity
patients tend to have more HCWs in attendance and those HCWSs tend to move more quickly. We compared
SafeDQN to three classic navigation methods, and show that it generates the safest, quickest path for mobile
robots when navigating in a simulated ED environment.
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