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A real robot learns to navigate an office environment in less than 30 trials

Performs better than an existing knowledge-based reinforcement learning
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