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Objective: Connect language and dialogue processing with the robot’s underlying planning system to support collaborative task planning and learning.
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Broader Impact:

» Towards enabling human-robot team that can adapt to new and changing environments and tasks, which will benefit many applications such as manufacturing, service,
assistive technology, and search and rescue.

» Provide new exciting training and education opportunities for a diverse body of students through research mentoring, curriculum development, and outreach.
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