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Broader Impact: 

• Towards enabling human-robot team that can adapt to new and changing environments and tasks, which will benefit many applications such as manufacturing, service, 
assistive technology, and search and rescue.

• Provide new exciting training and education opportunities for a diverse body of students through research mentoring, curriculum development, and outreach. 

Task Learning through Language Instructions
Hierarchical task learning with unified transformers and self monitoring (HiTUT) 

Latent Space Alignment Using Adversarially Guided Self-Play
Neural nets often learn efficient but uninterpretable representations, limiting their 
ability to share information with other agents or humans. We develop a new 
technique for aligning representation spaces:
- A small amount of paired data from a partner to mimic
- A large corpus of unpaired data for acceptable representations
- Self-play for task-specific optimization

Objective: Connect language and dialogue processing with the robot’s underlying planning system to support collaborative task planning and learning. 
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- An unified transformer model for the three sub-problems
- Dynamically adjust the plan to cope with failures during execution via backtracking. 
- An explainable model achieving the new state-of-the-art performance
- A decomposable platform to support in-depth evaluation and analysis 

Partnering with other agents with only 
8 or 32 examples outperforms prior art

Partnering with humans on AMT 
showed improved information transfer 
and trust calibration, depending upon 
the representation format used

Our technique enabled 
efficient learning of 
representations schemes, 
which we found supported 
better human-agent team 
performance and improved 
trust calibration compared 
to prior art.Classification accuracy of humans, given encodings

Sub-Goal Planning
Scene Navigation
Object Manipulation
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Results: Over 160% gain of unseen success rate (SR); backtracking improves SR


