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The MORPH draws inspiration from 
soft, collective, and truss-based 
robots, while overcoming the 
limitations of each. 
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Education
Modularity, reconfigurability and inherent 
safety make the MORPH system a valuable 
educational tool

Rough Terrain Locomotion
We will leverage the shape-changing ability 
to allow the robot to move over rough terrain 
in search and rescue missions and planetary 
exploration missions

Outreach
Our robotic platform was featured by the 
YouTube Science Channel  Veritasium, to help 
explain the benefits of Soft Robots, and has 
been viewed more than 2 million times.

Human-safe interaction
The compliant structure limits the force that can 
be output. We will use the robot to assist 
humans in everyday tasks. 

Challenge: How can we create un-
tethered soft robots capable of 
dramatic shape change?

Concept Scientific Impact

Broader Impact

Modeling: Grasp Analysis
Compliant truss robots can grasp objects with 
large contact areas and even force 
distribution.

We use  a direct stiffness model to 
characterize the robot and its interactions 
with external objects. We apply this model to 
a nine member, 2D, isoperimetric truss robot 
in different grasping configurations and 
compute the resulting forces, contact 
regions, deformation, and grasp stiffnesses.

Hammond, Z. M. & Follmer, S. "Grasp analysis and manipulation 
kinematics for isoperimetric truss robots." ICRA 2021

Distributed Control and 
Estimation for Truss Robots
Consensus ADMM enables scalable 
distributed state estimation and control.

Each joint passes messages with neighbors 
and iterates on an optimization objective.

Nodes converge to jointly optimal velocities 
while enforcing local constraints.

Velocities followed with local PID controller 
at each joint.

New Hardware Platforms:
Soft Cellular Robots
Nodes and links of truss can be represented 
as size-changing spheres.

Groups of these “cellular robots” could form 
a collective to perform locomotion, shape 
change, and apply forces.

Demonstrated untethered ”cells” that can 
change volume by 10x, vary their coefficient 
of friction,  and control cohesion forces to 
connect or disconnect.

Devlin, M.R., Young, B.T., Naclerio, N.D., Haggerty, D.A. and Hawkes, 
E.W., An untethered soft cellular robot with variable volume, 
friction, and unit-to-unit cohesion. IROS2020.

Soft Sensing and 
Communication
Acoustic Sensing and Communication for
Inflated Soft Robots

Multifunctional, low-cost components that 
take advantage of the robot’s structure

Using piezoelectric discs mounted to the 
compliant skin of soft cellular robots, we 
demonstrated ability to synchronize motion 
among units, pass information for 
coordinated crawling, and sense local contact

D. S. Drew, M. Devlin, E. Hawkes, and S. Follmer, 
“Acoustic Communication and Sensing for Inflatable Modular Soft 
Robots,” ICRA2021

Usevitch, N. S., Hammond, Z. M., Schwager, M., Okamura, A. M., Hawkes, E. W., 
& Follmer, S. (2020). An untethered isoperimetric soft robot. Science Robotics

One artifact of relying entirely on encoder information
which is relative to the initial position is that an accurate
measure of initial length of each edge is required, as well
as the fact that errors may introduce and accumulate if
the rollers slip on the tube. Future work could address
this limitation by leveraging different types of sensors, for
example measuring the true distance between adjacent nodes
using time of flight measurements or some other technique.

In the end, each module begins with knowledge of the
graph topology, and the total length of the tube. Each
iteration of the algorithm, the roller module measures its
own position along the tube, and then iteratively exchanges
estimates of the overall robot position with its neighbors.

B. Control of Isoperimetric Robot
The challenge is that the length. While it may be possible

to directly exchange this information, we instead maintain
the structure where the only communication exchanged.

The overall optimization problem is as follows The struc-
ture of the isoperimetric robot also requires the addition of
the isoperimetric constraint to the control algorithm.

1T L̇ = eTi R(x)ẋ = 0 (38)

where eTi is a vector, where all values are 0, except for the
vectors. We addition must account for the constant lengths of
the structure, as well as the bisection constraint. We enforce
these constraints Rcon(x)ẋ = 0. We assign these constraints
to each relevant node, for example, in the case of . This
constraint can be enforced at either of the two active nodes in
the network. We enforce this constraint at both active nodes.

To apply the control action, each node needs to translate
the desired motion of the nodes in cartesian or operation
space, into its motion along the rollers.

˙theta = BR(x)ẋ (39)

where the B matrix is .
The complete expression is as follow

C. Demonstration of Control with the Isoperimetric Robot
For implementation we broadcast all sensor information to

a laptop, and then perform the distributed computation on the
computer. Each roller module has knowledge of its position,
and then in a distributed fashion. In this demonstration, we
communicate only with the top node of the robot. Each
node is equiped with a teensy microcontroller that runs
a proportional-integral-derivative controller that moves the
roller module along the tube with a target speed.

The results of the demonstration are shown in Fig. 7. using
input from a joystick, a user is able to drive the top node of
the robot from its initial position (Fig. 7D) to a target to the
left (Fig. 7E), to a target to the right (Fig. 7F). Fig. 7A,B,C
show the robots estimate of its own configuration, as well as
the estimate of with the robots estimate of the trajectory of
the top point shown in grey. The commands for the motion
of the top point are shown as . A video of this experiment
is included in the supplementary materials.
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Fig. 7. Demonstration of the isoperimetric robot moving between targets
while under external teleoperation.

Discrepancies can result from a number of different
sources. These demonstrations show that the distributed
control technique is sufficient to allow teleoperation. These
discrepancies can be due to differences in constraints with
the environment.

The translation from motion of the nodes to the motion
applied by the actuators is given by

VIII. CONCLUSION

This paper has presented distributed control algorithms
for truss robots composed of linear actuators connected at
universal joints, and then demonstrated these algorithms in an
experimental setup. These algorithms, based on a consensus
ADMM framework, allow the nodes to coordinate their be-
havior across the entire network while only communicating
locally with their physical neighbors. Each agent uses an
iterative ADMM update to reconstruct the state of the entire
network during the state estimation phase while exchanging
messages that are each agents estimate of the global state.
During the control phase, the ADMM updates are performed
on the estimated velocity of each node. In the case of a
quadratic cost function, the updates are extremely efficient
computationally. However, they do require many rounds of
communication. In these results, all communication was
simulated within the same computer. Achieving this high
communication load in a distributed manner in a physical
robot may be a significant engineering challenge.

The control approach presented in this paper coordinates
motions of the actuators of a truss robot to achieve a set of
desired node motions, but these methods do not determine
what the desired node motions should be. A separate high-
level planner could be developed to provide the desired
motions. The approach of separating the motion specification
and the coordination of the actuators motion can potentially
simplify the planning problem for the high-level planner, as
it would only need to plan for the motion of a subset of the
robot’s nodes. The desired motions could also be provided
from a human operator, who could teleoperate one node
or the center of mass of the robot using a joystick. The
desired motions could also be generated based on sensor
information obtained locally at each node. For example, if
a node observes a target with an onboard camera, it could

https://www.youtube.com/watch?v=058hRtaCWC0

