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Learning from Demonstrations
• Imitation Learning 
• Inverse Reinforcement Learning (IRL) 

• Pioneered by co-PI Russel (1998) 
• Apprenticeship Learning (Abbeel & Ng, 2004) 

• HRI Optimizing Legibility (Dragan, 2013) 
• Cloud Robotics (Kuffner 2015, Kehoe, Abbeel, 

Goldberg, 2017)



Cooperative IRL
• A CIRL is a 2-player cooperative Markov game 

• Human and robot take simultaneous actions, get same reward parametrized by 

• Human preference      initially unknown to the robot 

• This incentivizes the human to teach and the robot to learn this preference 

• Both agents can reason about the robot’s belief state, making it a sufficient 
state representation (together with the environment state) 

• Example: human signals which objects should not be decluttered by replacing 
them in the environment when the robot removes them
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4 Research Objectives 

1. Extend CIRL Formal Framework:  
2. Distributed Sensing, Reward Models using Deep Learning 
3. Learning Hierarchical Task and Reward Structure 
4. Bidirectional / Active Human–Robot Communication



Integrative Application:   
Surface Decluttering 
To increase productivity and safety in homes, machine 
shops, warehouses, offices, and retail stores.



System Architecture
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Edge
Robots:

Cloud

Local Severs (eg. 5G):
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NeurIPS 2020
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Broader Impacts
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15 min Video 
Nov 2020 

Subtitled in Spanish, 
Japanese, Hindi, and simplified Chinese 

https://vimeopro.com/citrisproductions/how-to-train-your-robot


