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Commanding Robots in Natural Language

We develop a human-robot dialog system
that enables a robot to learn from natural
language interaction to better understand
commands.

We integrate learning techniques from:

» Perceptual language grounding

» Semantic parsing

» Dialog management

» Opportunistic active learning

And implement them on a mobile robot.

The Challenge

Perceptual Language Grounding requires
associating words and phrases In lan-
guage to objects, properties and relations
In the world as perceived by the robot's
SENsors.

"Get the red heavy mug!”
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Exploring objects for all possible sensori-
motor contexts takes time.

Exploration Policy - MOMDP

Amiri et al. (IJCAI 2018)

This work developed a method to accel-
erate the object exploration process, and
to Improve accuracy in predicate identifica-
tion. The exploration process is modeled
as a MOMDP and the model suggests the
best exploratory action to take in order to
update the belief.
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Exploration Policy - Linguistic Closeness

Thomason et al. (AAAI 2018)

Humans annotators suggested the best
exploratory actions for some predicates,
and then, based on the word embedding
relations we can infer the right sensorimo-
tor exploration process.
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Word Embedding

Opportunistic Active Learning

Thomason et al. (CoRL 2017)
Asking off topic questions to improve future
interactions in object retrieval tasks.

Fetch me the green bottle
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Would you describe this object as green?

[ Off Topic ]

Would you describe this object as red?

The inquisitive agent achieved better accu-
racy and rated as more fun to interact with.

Opportunistic Active Learning

Padmakumar et al. (EMNLP 2018)
Using reinforcement learning to learn a
policy for opportunistic active learning us-
ing the Visual Genome dataset.
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Robot  Describe the object | should find.

1an A white umbrella

s there something in Train_6 that
can be descnbed as yellow?

MNo

Can you show me an image with
sommething that can be descnbed as

The agent needs to identify which object is
best described by a given phrase

Policy | Success rate | Average Dialog Length
Learned 0.44 12.95
Static 0.29 16

The learned policy proved more accurate
than the static policy with a shorter dialog
length.

Robotic Implementation

Thomason et al. (RSS 2018)
Finally we integrate these components on
a mobile robot (BWIlbot).

The robot can parse natural language
commands for object delivery tasks,
ground new predicates by asking clari-
fication questions, navigate autonomously,
grasp and deliver objects.

https://www.cs.utexas.edu/ ml/



